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SECTION 1
BACKGROUND AND OBJECTIVES

The National Institutes of Health (NIH) conducts and supports biomedical research to improve the public health. The continued development and commercialization of NIH technological innovations by the private sector will improve health care, as these technologies reduce the incidence and prevalence of disease, improve quality of life, and decrease mortality. Application of these technologies will also influence resources used, insofar as newer methods for providing health care supplant current methods. 

Evaluating the effectiveness and health benefits of biomedical technologies, especially early-stage research tools, is a considerable challenge and a complex endeavor (Bozeman, 2000: Wang et al., 2003 XE "Bozeman, 2000\: Wang et al., 2003" ). Past NIH efforts have been based largely on measuring effectiveness of technology transfer activities using outputs such as number of patents and licenses or the amount of royalty generated. These do not measure the outcome or public health impact of these activities and therefore do not provide an adequate assessment of the benefits of NIH funded technologies. NIH has also performed five case studies. Case studies involve subjective interpretation and are time consuming and expensive to perform. Therefore, the case study methodology is not a practical approach to assess the more than 200 products made using NIH technologies.

To support NIH’s mission, the objective of this project is to develop and demonstrate a method for estimating the public health benefits of products made using NIH technologies licensed to the private sector. The product categories of interest include drugs/vaccines, diagnostics, medical devices, and research tools. Research tools include a broad range of products from reagents to methods that revolutionize research activities. The impact of products made using NIH technologies will be assessed by measuring the net benefits of the final products that incorporate them. The measures analyzed will include metrics associated with research advancement and those related to health outcomes. The health outcomes will capture both the benefits and harms of the prevention, diagnosis, and treatment of diseases. In addition, changes in the utilization of health care resources resulting from the use of the products developed from NIH technology will be assessed. Benefits captured in terms of cost or economic impacts (e.g., increase in national income) will not be included as assessment measures and are therefore not addressed in this report.
In this report we describe the framework that will be used to formulate the metrics and tools to assess the products made using NIH technologies. In addition, we present results from the review of the literature on potential metrics and tools that can be used to assess the effectiveness of the products made using NIH technologies. In Section 2, the methodology approach and details on the literature review are described. In Section 3, the framework and grouping of the products made using NIH technologies is presented. The syntheses and recommendations from the literature review on methods are presented for research tools and clinical applications in Section 4 and 5 respectively. In Section 6, we provide a thorough discussion of the available data sources. In Section 7, we describe the approach adopted to perform pilot tests on 8 selected products and a detailed listing of the findings is provided. In Section 8, we summarize the key findings based on both pilot tests and expert reviews, and provide recommendations and areas for future research. 

SECTION 2
APPROACH AND METHODS

Measuring the benefits of research and development initiatives is a significant challenge that is acknowledged widely (Zeckhauser, 1996 XE "Zeckhauser, 1996" ; Feller et al., 2002 XE "Feller et al., 2002" ). A frequent response to identifying methods and tools to perform such assessments are met with responses such as “it is hard to so. How do you put a value on information?” (Feller et al., 2002, p.471). The assessment of the effectiveness of the products made using NIH technologies is an additional challenge given the large volume and emphasis on research tools that are generally used in the process of developing commercialized products that result in health benefits. The NIH Working Group on Research Tools concluded that “the value of research tools is difficult to assess and varies greatly from one tool to the next and from one use to the next” (NIH, 1998, p.2 XE "NIH, 1998, p.2" ). Given this challenge, NIH and RTI International (RTI) have developed a comprehensive approach to identify methods, tools and metrics to assess the effectiveness of NIH technology.

The term “research tool” embraces a  full range of tools that scientists use in the laboratory, including cell lines, monoclonal antibodies, reagents, animal models, growth factors, combinatorial chemistry and DNA libraries, clones and cloning tools (such as PCR), methods, laboratory equipment and machines. There is some confusion as to whether research tools should incorporate therapeutic compounds as these are seen as “end products” (NIH, 1998 XE "NIH, 1998" ). It is not always possible to identify the difference between research tool and end products early in the life cycle of the technology and to avoid confusion we have adopted the term “research activity” to encompass all basic and applied research generated by the NIH.

2.1
Overview of Approach

Step 1: Developing the framework for classifying products made using NIH technologies – The objective of this effort was to develop a framework to guide the classification of products made using NIH technologies and also to guide the literature review process. 

Step 2: Review of the literature to identify potential methods and metrics – A thorough review of the literature was performed to identify potential methods and their advantages and disadvantages. Case studies were specifically excluded from the assessment as this method is not cost effective when applied to a large group of technologies. The focus was on key NIH technology groupings but the review also included those without large representation (e.g. rehabilitation) because there could be future technologies in this area. We performed a comprehensive assessment which can be narrowed in the future as appropriate. The findings from this effort are presented in this report. 
Step 3: Interviews with experts and licensees to validate initial assumptions and proposed methods – These interviews played a key role in validating the preliminary recommendations based on the literature review 
Step 4: Pilot test potential methods and metrics – This process allowed for the hands-on assessment of the implementation of the recommended methods and data sources. 
Step 5: Finalize the process for evaluating technologies including new tools and metrics required to perform assessment- The final set of recommendations were derived based on the expert interviews and pilot studies. These recommendations will be presented to NIH and are also summarized in this report.

2.2
Measurement of Impact on Health Outcomes

Health outcomes are the final or “ultimate” outcomes. Final outcomes are mortality (e.g., all-cause or diagnosis-specific death rates), morbidity (e.g., severity of disease, comorbidities), and quality of life. Final health outcomes incorporate both positive and negative affects of the technology, that is, benefits and harms. In some instances, the intermediate outcomes may be all that can be measured directly or all that needs to be measured. In the case of research tools, the impact generally indirect because the measurable effects are on research processes. A diagrammatic representation of the direct and indirect impacts is presented in Figure 1. The final health outcomes at an individual patient level (e.g. increase in survival) can be quantifies at the population level to assess public health impacts.
Figure 1. Direct and Indirect Impacts on Health Outcomes





2.3
Literature Review Methodology

Given the enormous volume of literature on metrics, tools, and methods (including those that apply to specific disease areas and intervention), a systematic search of the literature will yield valuable information only if it is narrowly focused and the objectives are clearly defined. Therefore, we focused our initial search efforts to identify the overall framework that will be used to assess the products made using NIH technologies licensed by the Office of Technology Transfer (OTT). Based on this framework, we performed targeted searches to identify specific literature to assist in reviewing potential methods, tools and data sources. The literature review processes employed for developing the framework and for identifying methods and tools are described in detail in the sessions below.

2.3.1
Framework Development

We began with a critical search of the approaches used in the fields of technology transfer and technology assessment. The technology transfer literature review was targeted to identify studies on the effectiveness and impact of research tools, whereas the technology assessment literature was reviewed to guide the assessment of commercialized technologies. The goal was to review the literature in these fields to develop an overall framework that will (1) guide the development of metrics and tools and (2) address specific methodological challenges that will be faced in assessing the public health impacts of products made using NIH technologies. First, we searched for peer-reviewed manuscripts and review articles in MEDLINE. The search terms used included “technology transfer effectiveness,” “technology diffusion,” “technology transfer metrics/measures,” “technology assessment methods,” “health impact measurement,” and “health technology assessment.”  We included both new and older publications (did not limit search by years) because we wanted to capture both the current and historic perspectives. Second, using the same search terminologies, we searched the gray literature using Internet search engines (yahoo and google). Third, we performed more targeted searches to identify publications related to technology transfer and technology assessment. These are described in detail below.

To identify methods to study the effectiveness of technology transfer, we searched the Journal of Technology Transfer, a journal that is devoted exclusively to the topic of technology transfer and also Policy Research which has a significant number of articles reviewing measurement and effectiveness of technology transfer. We also searched for relevant reports and other materials published by the Technology Transfer Society, Association of University Technology Managers (AUTM), state agencies/consortiums (Iowa, Georgia), and specific academic institutions (Massachusetts Institute of Technology [MIT] Enterprise Forum). Lastly, we also searched for relevant materials published by venture capital and equity research firms on assessing the impact of early stage technologies. 

To identify materials relevant to health technology assessment, we acquired and examined relevant RTI internal documents and publications by technology assessment agencies (Agency for Healthcare Research and Quality’s [AHRQ] Center for Outcomes and Evidence; Institute of Medicine [IOM]). We also acquired publications from international organizations and agencies, including the Canadian Coordinating Office for Health Technology Assessment (CCOHTA), International Network of Agencies for Health Technology Assessment (INAHTA), National Institute of Clinical Excellence (NICE), and World Health Organization (WHO). 

2.3.2
Methods, Metrics and Tools/Data Sources for Assessing Effectiveness

Methods

Our review to develop the framework identified several studies on the methods employed but we performed additional searches to ensure that a comprehensive review of all potential methods was undertaken. Because the literature pertaining to technology transfer outcomes research, pharmacoeconomics, public health assessment, program evaluation, and technology assessment of products and research tools is extremely large, we limited our searches to review articles or reports published in the recent past (1995 to the present) and used these as the basis of identifying appropriate methods and relevant articles. To improve the efficiency of our search process, we identified additional studies by hand-searching the bibliographies of articles and reports identified during the initial search. This approach allowed us to review the methodologies available in an efficient, reliable, and systematic manner. 
Metrics

To identify a comprehensive set of intermediate and final health metrics we performed the following three steps:

STEP 1: Identified the key disease areas of relevance for products made using NIH technologies. The majority of the technologies were for cancer and HIV/AIDS and therefore we focused much of our effort on these two disease areas.

STEP 2:  Searched MEDLINE, the Cochrane Library and the Database of Abstracts of Reviews of Effectiveness (DARE), to identify prior synthesis of the peer-reviewed literature through reviews and meta-analysis. We also acquired and examined relevant RTI internal documents and publications by technology assessment agencies and those from agencies that sponsor evaluations. We searched the Web sites of several agencies including AHRQ, CDC, CCOHTA, and WHO. 
STEP 3: Reviewed the documents to identify both intermediate and final outcomes by disease area. Based on the publications, we also assessed the extent to which these metrics are quantifiable and linked with data sources available. 

Tools/Data Sources

We selected seminal articles and publications to identify data sources based on RTI’s past project experience. We also supplemented this with targeted searches via Medline and review of reports from technology assessment agencies. We relied heavily on past expertise in assessing the tools and data sources to identify the potential limitations and “best approaches” to collecting high-quality data. We also updated and tailored RTI’s exhaustive Excel database listing of potential data sources which includes details related to obtaining the data, populations covered, type of data parameters available, and acquisition cost. 

Overall, the search identified a large number of relevant manuscripts and reports. These were reviewed for relevant information pertaining to the overall framework for evaluating the products made using NIH technologies and for methods to be employed in developing effectiveness measures or metrics. The findings from the literature search are summarized in the relevant sessions in Sections that follow.

2.4
Grouping of products made using NIH technologies

The objective of the review of products made using NIH technologies is to group them into categories to inform and guide more in-depth analysis of technology benefits. For example a unique category such as clinical application/diagnostic tests will have a unique set of potential impact metrics, interview questions for principle scientists, and secondary data sources. 

To allocate products made using NIH technologies among the categories identified in the development of the overview framework (presented in the next section), we began by reviewing the Summary of Products in Portfolio document provided by NIH. This document provided a brief summary of each technology and in many instances a link to a Web site with additional information. We reviewed the available Web sites to identify the role of the technology in the R&D supply chain and/or clinical application. Based on these sources, RTI’s technical staff developed preliminary classifications. 

We then conducted a series of internal meetings to review and revise the classifications. We consulted RTI chemists and modified the classifications as needed. During these meetings we also identified areas of uncertainty and additional questions to be asked of NIH portfolio managers and principle scientists. We identified two areas for further investigation, 

1) We believe NIH technology transfer experts can offer further insight into the cluster of antibodies related to cellular signaling and help RTI to finalize the categorizations. It is our hope that through brief conversations with these knowledgeable experts we can more accurately identify the region of the R&D supply chain that these antibodies have had the most impact on. As a secondary strategy in the case of antibodies, which we remain uncertain about, we will engage the NIH researcher credited with the technology’s discovery to assess the motivation.

2) In some cases the technology under review appeared to have a more than one potential classification. For example, a research tool that supports target identification/target validation may also be used in a clinical setting as a diagnostic tool. We provide two potential classification systems. First, we select a single primary classification and second, we report all potential uses of a technology (therefore a single technology can be placed in multiple categories).

SECTION 3
FRAMEWORK AND GROUPING OF TECHNOLOGIES

The key to conducting cost-effective evaluations is to develop an approach that leverages the common pathways by which new technologies impact research processed and affect health care outcomes. In this way, estimates of the public health benefit of the NIH technology program can be assessed using a general technology evaluation framework that leverages common tool and data sources, but that is sufficiently flexible to support the assessment of unique products that may require customized data. An integrated framework that builds on itself over time reduces the level of resources and time needed to conduct evaluations and supports portfolio analysis in which technologies targeted at common goals and outcomes can be grouped.

By using a common framework, NIH can take advantage of economies of scale, scope, and learning. Economies of scale arise as the methodology and information sources build on subsequent evaluations. Economies of scope come about as the approach is generalized to include the characteristics of new drugs and vaccines, diagnostics, medical devices, and research tools at reasonable levels of abstraction. Economies of learning occur as we accumulate additional experience in conducting evaluations, learn how to make appropriate modifications to the framework, and gather the technology-specific data needed to inform the model. Using a common framework will also mean that NIH will have to “sell” the method only once to its stakeholders for these technology evaluations, because the approach will be the same for all the technologies examined. 

3.1
“Use of Technology” Framework

There are three ways to describe and categorize health care technologies (adapted from Goodman, 1998):

1) Material Nature – These are broad groupings of practical application,  such as research tools, drugs, devices, medical and surgical procedures, support systems, and organization and managerial systems.

2) Purpose (Use) – Technologies can also be grouped according to their use. For clinical application the groupings are prevention, screening, diagnosis, treatment and rehabilitation.

3) Stage of Diffusion – Technologies can be at different stages of adoption and maturity including conception, experimental, investigational, established and obsolete.

Not all technologies neatly fall into one category. For instance, “boundary crossing” technologies can combine characteristics of both drugs and devices (e.g. drug-coated stents, implantable drug infusion pumps). Several tests, such as mammograms, serve as both screening and diagnostic tests. Technologies also do not follow a neat linear path of diffusion and a technology that is considered obsolete may reappear (Reiser, 1994 XE "Reiser, 1994" ).

Of the three potential groupings of technologies described above, purpose or use of technology is the categorization that is linked to the health benefits of the technologies. The final users of health technologies and society as a whole values health technologies for their practical application (IOM, 1985 XE "IOM, 1985" ) and do not necessary distinguish them by material nature or diffusion stage. For instance, prevention leads to a different set of health benefits (avoidance of disease) compared to treatment (cure for disease). Therefore the recommendation is to build the framework for assessing the products made using NIH technologies based on the “use of technology.”  In Table 1, a framework based on use of the technology from basic research to clinical application is provided. The framework largely reflects the drug discovery and development pathways because the drug discovery process is generally a more complex process than developing devices and other types of products. Using the drug discovery pathway therefore provides a comprehensive framework for the assessment of the products made using NIH technologies. The device development process including design (create computer model of product), development (build prototype), animal testing (pre-clinical testing in animal models), clinical development (human trials (FDA)) and clinical application (use in patient care) can be incorporated into the overall drug discovery framework (Figure 2).

Figure 2. Drug and Device Development Processes
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As shown in Table 1, there are 14 categories comprised of 1st Tier and 2nd Tier classifications. First Tier classifications include general research, target identification, drug development, and clinical application. Second Tier applications provide further disaggregation. For example, target identification is segmented into three 2nd Tier classifications, genomics, cell signaling, and target validation. The Second Tier classifications are identified in this framework in order to ensure that metrics are assessed in relation to the use of the technology. For instance, 
Table 1. Framework of Basic Research, Drug Development and Clinical Application

	
	Categories
	Description
	Applicable to Development of…

	General Research
	Basic Research
	Provide fundamental science base on which to build better technologies to improve public health. This research is performed without specific applications in mind. 
	Drugs

Devices

	
	Enabling technologies
	Build products that can be used to improve the process of performing biomedical research (decrease time, reduce cost).
	Drugs

Devices

	Target Identification 


	 Target Discovery
(e.g., Genomics, Cellular Signaling)
	Find proteins or disease models that can be used to alter the outcome of diseases. This could involve the use of genomics to build knowledge of the genes involved in diseases, disease pathways, and drug- response sites and cellular signaling assessment to study the mechanisms of signaling pathways including identifying the molecules and synthesizing detailed data into sets of interacting models.
	Drugs

	
	Target Validation
	Assess whether proteins or disease models discovered will when perturbed by a drug affect the outcome of the disease (i.e. potential to be a therapeutic target). 
	Drugs

	Drug Development
	Assay Development 
	Build a laboratory method to identify molecules that can perturb the target.
	Drugs

	
	Screening
	Test a collection of molecules to identify the ones that have activity.
	Drugs

	
	Lead Optimization
	Extensively optimize molecules for pharmaceutically-relevant activity.
	Drugs

	
	Pre-clinical 
	Test molecules in animal models of relevant disease.
	Drugs; Devices

	Clinical Development:  Human clinical trials and FDA approval
	Drugs; Devices

	Clinical Application
	Prevention
	Used to protect against acquiring potential disease or reduce severity of the disease (e.g. childhood immunizations, influenza vaccine).
	

	
	Screening
	Tests intended to detect a disease, abnormality, or associated risk factors in asymptomatic people (e.g., Pap smear, tuberculin test, mammography, serum cholesterol testing).
	

	
	Diagnosis
	Tests that identify the nature and extent of the disease. Many tests that are used for screening are also used for diagnosis (e.g. mammography).
	

	
	Treatment
	Interventions that improve a patient’s health outcomes and overall well-being or maintain health status and provide palliation (e.g. HIV medications, chemotherapy agents).
	

	
	Rehabilitation
	Technologies that are used to restore, maintain or improve mental and physical function (e.g. devices used to assist in ambulation, muscle relaxants).
	


the benefits of a research tool in target validation would be very different from one in lead optimization.

3.2 Preliminary Review and Grouping of Products made using NIH technologies

A three phased approach was used to categorize each of the 209 technologies in NIH portfolio. 

· Phase I – Preliminary Review

· Phase II – Investigation of selected technologies
· Phase III – NIH Review and secondary analysis

The Phase I preliminary review stage consisted of several steps. First, the portfolio of technologies and existing information provided by NIH was transferred into a working data base. The data base was structured to track and warehouse information gathered throughout the review phases and future analysis. We reviewed the summaries provided by NIH’s Office of Technology Transfer (OTT), as well as all product and manufacturing information publicly available from product or manufacturing Web Sites. Experts in the field of health science research were consulted in the review process to provide input for selecting the primary classification for each technology. We then reviewed the preliminary information a second time and assigned secondary classifications to technologies when it was apparent that there were at least two dominate uses. 
In Phase II five technologies were identified for more in-depth review with NIH OTT staff. The objective was to verify that the preliminary screening process (conducted with limited resources) was accurate for key technology groupings. The technologies selected for further review are:
· Bacillus Anthracis Protective Protein (target identification/target validation – protein)

· CYP450 AmpliChip Microarry (clinical application/clinical screening – screening diagnostic)

· Human Cytochrome P450 cDNAs (CYP450) (drug development/lead optimization - protein)

· Laser Capture Microdissection (LCM) (target identification/target validation – device)
· Rabbit Anti-Squid Kinesin Light Chain (generic scientific advancement/basic research –research reagent)

· Vitravene (clinical application/treatment – HIV/AIDS drug)

One-page documents were developed with clarification questions for each selected technology and submitted to NIH licensing specialists for comment and additional information. 

Phase III included a formal review by NIH of the newly classified portfolio, and a more in-depth follow-up analysis for selected technologies. From the review, NIH flagged approximately one-third of the portfolio for further investigation. We then conducted more in-depth secondary analysis using available academic literature and published studies that were readily available to verify or reclassify each. Finally, we submitted a revised database with both primary and secondary (where applicable) classifications. 

The results of the classification process are presented in Table 2 and Table 3. The Tables provide a crosswalk between original product categories and the RTI “use of technology” framework in Table 1. In Table 2, only the single primary classification is reported and therefore these are unique counts. In Table 3, secondary uses of technologies are reported and therefore each technology may have multiple classifications. Most of the NIH products have multiple uses and the technologies could potentially be present in many of the categories. In addition, several technologies are initially classified as basic research and then over time as a specific applied technology. 

Table 2. Draft Crosswalk of the “Use of Technology” Framework and NIH Product Categories - Unique Primary Assignment

	“Use of Technology” Framework
	Animal 
Model
	Antibodies
	Compounds
	Genetic 
Analysis
	Proteins
	Vaccines
	Screening/
Diagnostic 
Tests
	Devices
	Drugs
	All 
Technologies

	General Research
	Basic Research
	
	1
	
	
	
	
	
	
	
	1

	
	Enabling Technologies
	
	3
	
	
	1
	
	
	
	
	4

	Target Identification
	Genomics
	
	
	
	18
	1
	
	
	
	
	19

	
	Cellular Signaling
	2
	62
	1
	
	4
	
	
	
	
	69

	
	Target Validation
	
	19
	2
	
	5
	
	
	1
	
	27

	Drug Development
	Assay Development
	
	3
	
	
	5
	
	
	
	
	8

	
	Screening
	
	4
	12
	1
	
	
	
	1
	
	18

	
	Lead Optimization
	
	2
	1
	
	3
	
	
	
	
	6

	
	Pre-clinical
	
	1
	
	
	4
	
	
	
	
	5

	Clinical Application
	Prevention
	
	1
	
	
	
	5
	
	
	1
	7

	
	Clinical Screening
	
	3
	
	
	4
	
	3
	1
	1
	12

	
	Diagnosis1
	
	1
	
	
	
	
	19
	2
	
	22

	
	Treatment
	
	1
	
	
	
	
	
	
	10
	11

	
	Rehabilitation
	
	
	
	
	
	
	
	
	
	0

	Total
	
	2
	101
	16
	19
	27
	5
	22
	5
	12
	209


1
Since many tests for screening are also used for diagnosis (e.g. mammography), we have grouped these two categories together.
Table 3. Draft Crosswalk of the “Use of Technology” Framework and NIH Product Categories - Multiple Assignment

	“Use of Technology” Framework
	Animal 
Model
	Antibodies
	Compounds
	Genetic 
Analysis
	Proteins
	Vaccines
	Screening/
Diagnostic 
Tests
	Devices
	Drugs
	All 
Technologies

	General Research
	Basic Research
	
	49
	
	
	5
	
	
	
	
	54

	
	Enabling Technologies
	
	7
	6
	15
	1
	
	
	
	
	29

	Target Identification
	Genomics
	
	
	
	18
	1
	
	
	
	
	19

	
	Cellular Signaling
	2
	66
	1
	
	4
	
	
	
	
	73

	
	Target Validation
	
	29
	2
	
	6
	
	
	1
	
	38

	Drug Development
	Assay Development
	
	3
	1
	
	5
	
	
	
	
	9

	
	Screening
	
	4
	12
	1
	8
	
	
	1
	
	26

	
	Lead Optimization
	
	2
	1
	
	3
	
	
	
	
	6

	
	Pre-clinical
	
	1
	
	
	4
	
	
	
	
	5

	Clinical Application
	Prevention
	
	1
	
	
	
	5
	
	
	1
	7

	
	Clinical Screening
	
	4
	
	
	4
	
	3
	1
	1
	13

	
	Diagnosis1
	
	9
	
	
	1
	
	19
	2
	
	31

	
	Treatment
	
	1
	
	
	
	
	
	
	10
	11

	
	Rehabilitation
	
	0
	
	
	
	
	
	
	
	0

	Total
	
	2
	176
	23
	34
	42
	5
	22
	5
	12
	321


1
Many tests that are used for screening are also used for diagnosis (e.g. mammography) and therefore we have grouped these two categories together.

SECTION 4
METHODS AND METRICS FOR RESEARCH ACTIVITY

4.1
Framework for Assessing Effectiveness 

Identifying metrics for research outcomes poses significant challenges because research tools encompass a broad range of technologies including reagents, DNA sequences, databases, cell lines, animal models and laboratory techniques. Some of the discoveries may remain research tools, whereas others might ultimately prove to be therapeutic or diagnostic products that are marketed to consumers outside of the laboratory setting. Research tools overall can result in two sets of benefits that need to be distinguished (Cozzens et al., 1994 XE "Cozzens et al., 1994" ):
1) Research Advancement – research that result in new products or radical changes in production efficiency.

2) Process Optimization – research tools that lead to incremental changes in production efficiencies.

Given the potentially different impact of research activity in these two categories, any attempt to study effectiveness requires methodologies that adequately capture both types of impacts. In addition to the direct impact of technology on the creation of research tools and clinical applications, research tools can also generate knowledge spillovers that result in discovery of other tools and methods. Knowledge spillover occurs when the knowledge creation by one party produces external benefits by facilitating innovation by other parties (Jaffe, 2001 XE "Jaffe, 2001" ). Therefore direct and indirect benefits of the technology to the research process can occur.

As indicated in Figure 3, basic and applied research effectiveness can be measured in several steps including activities/outputs of an organization, specific technology transfer outcomes and finally health impacts (Roessner et al., 1996 XE "Roessner et al., 1996" ; Collins, 1997 XE "Collins, 1997" ). As discussed earlier, activities/output measures are inadequate measures because they do not measure outcomes or public health impacts and therefore will not be included in the assessment framework.

Figure 3. Schematic model for assessing effectiveness of biomedical technology transfer


[image: image2]
SOURCE:  Adapted from Roessner et al., 1996

4.2
Systematic Review of Methods

Several approaches can be used to assess the effectiveness of NIH research tools based on our assessment of the literature (Hertsfeld, 1992 XE "Hertsfeld, 1992" ; Cozzens et al., 1994 XE "Cozzens et al., 1994" ; NSTC, 1996 XE "NSTC, 1996" ; Youtie et al., 1997 XE "Youtie et al., 1997" ; Youtie et al., 1998 XE "Youtie et al., 1998" ; Georghiou et al., 2000 XE "Georghiou et al., 2000" ; NIST, 2003 XE "NIST, 2003" ; Wang et al., 2003 XE "Wang et al., 2003" ). These include

· Historical Tracing 

· Bibliometrics/Aggregate Counts 

· Peer Review/Expert Review 

· Flow and Process Analysis 

· Performance Indicators/Metrics 

· Diffusion and Network Analysis 

We have not included surveys, expert interviews or focus groups as specific methods as these are discussed under data sources. For each of the above approaches we provide a detailed description, use of method in past assessments, overview of advantages and disadvantages and data sources required for gathering the required information. 

4.3 
Historical Tracing 

Description: Historical tracing involves the tracing of knowledge that results in specific innovations. This process helps identify linkages between technologies, whether basic or applied research, and significant research breakthrough or health outcomes that occur. This is often referred to as the historiographic method and involves the chronological tracking of developments that are interrelated. Historical tracing could involve either tracing forward from research to a future outcome or backward from an outcome to precursor contributing developments. Forward tracing begins when a technology is first developed and follows the diffusion pathway and its spawning of new technologies over the years. Backward tracing is retrospective and begins with an outcome of interest and then traces back in time the technologies and research activities that resulted in the outcome. Backward tracing is attractive because the outcome is known, but because it is focused on particular outcomes, other impacts of the technologies identified may not be captured and documented. 

Use in Past Assessments: Examples of early studies in the 1960s and 1970s include the National Science Foundations, TRACES Studies that performed “Backward Tracing of Selected Major Technological Innovations to Key Events in Agency R&D Funding History” and Project Hindsight sponsored by the Department of Defense. These earlier versions were discredited by researchers as they used a highly qualitative case study format and were largely subjective (Faulkner, 1994 XE "Faulkner, 1994" ). The availability of more quantitative approaches including patent analysis, citation analysis and content analysis (discussed below) has made this process more transparent and easier to perform (Narin, 2000; Bozeman, 1999 XE "Narin, 2000\; Bozeman, 1999" ). In the 1990s, R&D Value Mapping, a semi-quantitative approach that includes case studies and indicators, has been used to assess projects at the Department of Energy (Kingsley et al. 1996 XE "Kingsley et al. 1996" ; Kingsley et al, 1997 XE "Kingsley et al, 1997" ; Bozeman et al., 1995 XE "Bozeman et al., 1995" ; Bozeman et al., 1992 XE "Bozeman et al., 1992" ) and also R&D projects sponsored by the New York Sate Energy Research and Development Authority (Bozeman, 1999 XE "Bozeman, 1999" ). Additional tracing studies have also been performed on the transfer of public science to patented technology in agricultural science (Perko et al. 1997 XE "Perko et al. 1997" ) and value mapping of social capital outcomes in state research and development programs (Kingsley et al., 1999 XE "Kingsley et al., 1999" ).
Advantages:  

1) Historical tracing not only connects inputs to the final outcome but also provides information on the process. This could be very valuable in understanding the pathways for future technologies and identifying areas for improved efficiency.
2) The activities involved in performing historical tracing could identify other outcomes and linkages previously unknown

Disadvantages:

1) Forward tracing may be complex because there could be multiple interactions between organizations and several years of follow-up prior to identifying final outcome.

2) Backward tracing can follow the incorrect pathway and result in dead-ends.

3) Significant effort, time and cost are involved with both backward and forward tracing.

Data Sources: The identification of pathways and linkages required for historical tracing is usually accomplished through other combination of other approaches such as patent tree assessments, citation analysis, expert interviews and diffusion assessments. Interviews and surveys can also be performed to obtain the necessary information.

Bibliometrics/Aggregate Counts 

Description: Counts of outcomes/actions to document both quantity and quality can be performed. Bibliometrics can therefore be used to assess the significance, dissemination, and intellectual linkages of research, as well as to measure the progress, dynamics, and evolution of scientific disciplines (Ruegg, 2003 XE "Ruegg, 2003" ). The three approaches generally included are counting publications and patents, citation analysis and content analysis.
Counting Publications and Patents: A simple count of the number of patents and technology-related publications can give some understanding of productivity. These counts can be compiled on an annual basis to view trends but even when quality adjustments are made it may be an imprecise assessment of the value of the technology patented and the real world impacts in terms of both research and health outcomes.

Citation Analysis:This involves tracking either publications or patents to identify the pathways of knowledge transfer and sharing. That is, the more often a patent is cited, the greater it’s assumed relevance, quality and impact. Citations can include publications citing other publications, patents citing publications, and patents citing other patents. Citation analysis can also be used in conjunction with other approaches such as historical tracing to identify evolution of significant research concepts and knowledge spillovers. 

Content Analysis: This approach involves identifying and extracting specific information from the documents examined. For example, word analysis can be performed where frequency of the occurrence of a specific word or words can be documented. High frequency of occurrence in this context reflects a widely disseminated concept or technology. Increased computerization has allowed the development of new approaches including database tomography and textual data mining, that allow for searches to be performed and relationships to be identified without previously specified key words. Special hardware and software programs, including SPIRE™ and Starlight, effectively illustrate the results of content analysis. 
Use in Past Assessments:  Patent counts are used in a wide range of assessments to evaluate productivity of biotechnology firms, technology alliances, and academic and federal technology transfer organizations (Reitzig, 2004 XE "Reitzig, 2004" ). The usefulness of citations for the purpose of studying spillover effects has been widely analyzed (Jaffe et al., 1996 XE "Jaffe et al., 1996" ; Zucker, 1996 XE "Zucker, 1996" ). Patent citations are also used widely to perform assessments of the effectiveness of technology transfer activities (Bozeman, 1996 XE "Bozeman, 1996" ). Forward citation was introduced in the 1990s and has been evaluated to be a valid indicator in numerous surveys (Harhoff et al., 2003 XE "Harhoff et al., 2003" ; Lanjouw et al., 2001 XE "Lanjouw et al., 2001" ).
Advantages:

1) The approach is very straightforward and therefore stakeholders can easily understand the results. 

2) Bibliometrics is relatively inexpensive and therefore can be applied to a large volume of technologies. There are secondary data sources that can be utilized to perform the assessment.

3) This approach is also objective because there is very little room for interpretation and manipulation by analyst performing the assessment.

Disadvantages:

1) Because there is no direct relationship to final outcomes this approach provides only an indirect measurement of benefits (Cozzens et al., 1998 XE "Cozzens et al., 1998" ). Also, the counts give no indication of the quality of the bibliometric finding as there could be quality differences in the citations. 

2) This approach cannot be used as an immediate short-term evaluation because time is needed for citations to be recorded and cited (Altman, 1994 XE "Altman, 1994" ). In addition, in comparing technologies, there is potential bias if differing time periods from initial development is used because more publications will occur as time passes. 

3) Although databases are available to perform the measurement they may be incomplete. For instance, patents may not be filed due to high cost associated with the process (Zeckhauser, 1996 XE "Zeckhauser, 1996" ; Hall, 2001 XE "Hall, 2001" ).

Data Sources:  The key sources of information are the U.S. Patent and Trademark Office (http://www.uspto.gov XE "http\://www.uspto.gov" ) offers online and offline search capability for patent citations. The USPTO has developed a highly elaborate classification system for the technologies to which the patented inventions belong. This database has more than 400 main patent classes and over 12,000 patent subclasses. The Orange Book maintained by the Food and Drug Administration (FDA) also provides a listing of patents related to applications filed. We did not find any analysis that solely relied on patent counts based on FDA filings although potentially such an analysis could supplement a larger assessment of patent citations using a comprehensive source. We also found several commercial tools such as CLAIMS(r) and Minesoft that can assist in performing patent citation analysis.
Additionally, the Institute for Scientific Information (ISI) in Philadelphia, PA, provides access to ISI citation databases covering thousands of international journals. ISI provides an integrated platform of networked resources for bibliometric research and offers desktop access to cited references (Ruegg, 2003 XE "Ruegg, 2003" ). Specifically, the ISI’s Science Citation Index, includes the whole spectrum of scientific disciplines from basic to applied and contains more than 3,500 periodicals and about 400,000 articles annually.
Peer Review/Expert Review 

Description: A panel of experts can be convened to assess the scientific significance of the technology. The process and types of individuals selected to serve as reviewers is key to ensure successful execution of this approach. Participants should be free of any conflicts of interest and need to be knowledgeable in the subject area that is being assessed. In addition, the group dynamics of the individuals in the evaluation team need to be considered. It is important not to include individuals who will dominate so as to hinder group discussions and erode the consensus- making process. Typically, the experts are provided with information either in writing or in an oral presentation and asked to render their decision either qualitatively or semi-quantitatively. That is, they may express their opinions in terms of descriptive narratives or provide rankings (such as excellent/good/fair, high/ medium/low, or satisfactory/unsatisfactory), or numerical scores ( instance e.g. 0-3).

Use in Past Assessments: This method has been used extensively by federal agencies. For example, the Office of Science and Technology has a Peer Review Program for environmental technology development programs (NRC, 1999 XE "NRC, 1999" ). Peer review is performed in other agencies including the Department of Agriculture, Department of Commerce, the National Institute of Standards and Technology (NIST), the Department of Energy and the Environmental Protection Agency (COSEUP, 1999 XE "COSEUP, 1999" ).
Advantages:

1) Allows for quick, low-cost feedback and can be applied to technologies at any stage

2) It is a widely accepted approach to assessment (Ruegg, 2003 XE "Ruegg, 2003" ). As mentioned, most federal agencies use expert review to evaluate their activities.

Disadvantages:

1) It is often difficult to identify an unbiased sample of experts especially during the early stages of a new technology because those knowledgeable tend to be the key researchers in the field who have a vested interest in providing a positive outlook for the technology.

2) Consensus may be difficult or impossible to achieve based on the group dynamics present.

3) Significant effort needs to be placed on ensuring that information in collected in a consistent format and that reviewers have a common understanding of the technology they is being evaluated. 

Flow and Process Analysis 

Description: Process modeling facilitates the examination of any business system, no matter how small or large, from the perspective of the information that it gathers, stores and processes. Data flow diagrams can be used to provide a clear representation of a particular function. Logic models can be developed to diagrammatically represent the impact of a new research tool on the research process. This approach maps the process from activities to specific outcomes and has been shown to be a useful management analysis tool (Youtie et al., 1998 XE "Youtie et al., 1998" ). For example, the impact of new screening technology on lead optimization can be presented in this manner. The individuals who work with the particular technology are those that are most familiar with the process and the impact on outcomes and would be ideal candidates to develop the flow analysis. Impacts identified through the flow analysis can be quantified through surveys and/or interviews with experts.

Use in Past Assessments: Several good examples are the analysis performed by NIST to assess the effectiveness of technologies used in the research process or to develop other tools including software error analysis (Peng, 1993 XE "Peng, 1993" ; Wallace, 1996). Logic and data requirements are transformed from text into graphic flows, which are easier to analyze. This method has also been used to diagrammatically present the effectiveness of biomedical research tools. An excellent example is the schematic representation by Anderson et al., (2004 XE "Anderson et al., (2004" ) of the AMP-activated protein kinase (AMPK) assay in microarrayed compound screening.
Advantages:

· Charting the flow of non-complex activities does not require specific professional expertise and produced easily by individuals familiar with the processes.

· Modeling the flow process can identify potential benefits and drawbacks of a new technology that were not considered initially. 

Disadvantages:

· This approach cannot quantify potential impacts. The type of impacts identified by this mapping approach has to be quantified through additional data collection. For instance, the flow diagrams would identify the research tool could significantly impact the time required to perform a particular activity but other studies or data sources are required to quantify the time savings.

Performance Indicators/Metrics 
Description: A set of critical indicators or metrics can be developed to assess the effectiveness of technologies or programs. This information can be critical to understanding the process and outcomes of activities (Shapira et al., 1996 XE "Shapira et al., 1996" ). Such indicators provide a quantitative basis for evaluating the activities. Measurement and assessment of key performance indicators are meaningful only when they are easy to understand and timely.

Use in Past Assessments: Performance indicators have been used to assess the benefits of both federal and university-based research centers and initiatives. To assess the value of the National Science Foundation’s engineering research centers (ERCs), Feller et al. (2002) XE "Feller et al. (2002)" , evaluated outcomes by measuring among other metrics the number of centers who reported that they developed patented technology, commercialized a product line, maintained or increased employment, and/or established a new company. Indicators have also been developed to value patents - in a review of 23 empirical studies many indicators were identified including patent age, market value of a corporation, family size, key inventor and patenting strategy (Reitzig, 2004 XE "Reitzig, 2004" ). Rogers et al. (2000) studied the effectiveness of technology transfer at academic institutions using metrics such as US patent applications filed, licenses executed, number of start-ups, and license income received. Many of the metrics and performance indicators are not directly applicable to products made using NIH technologies because they do not focus on the intermediate or final health impacts; much of the focus of these metrics is to ascertain the economic impact of technologies (Link, 1999 XE "Link, 1999" ; Shapira, 1996 XE "Shapira, 1996" ).
Advantages:

1) Metrics provide the ability to quantify benefits that allow for the comparison across technologies or programs.

2) Metrics provide clear, predefined measures to evaluate impacts and therefore the results are accepted as objective. 

Disadvantages:

1) Significant effort may be required to identify metrics that are valid and reproducible over time.

2) Although the metrics allow benefits to be quantified, potential benchmarks for assessing the value of these benefits may not be easily identifiable.

3) Data sources required to quantify the metrics may not be readily available and primary data collection may be expensive.

Diffusion and Network Analysis 

Description: Charting the diffusion of technology can provide valuable information on the network of users, and thereby demonstrating the reach or impact of a technology. The information required can be obtained by interviewing users or surveying them on their pattern of resource sharing. Researchers can be asked to nominate individuals with whom they share information and also those whose work influences their research. Alternatively, coauthorship of manuscripts can be reviewed to identify research ties between individuals or institutions. Network analysis has over the years been transformed from an exclusive qualitative assessment to one that included some quantitative measures (Rogers, 2001 XE "Rogers, 2001" ). Citation analysis is often used as a quantitative metric to assess knowledge diffusion (Jaffe, 1996 XE "Jaffe, 1996" ; Tijssen, 2001 XE "Tijssen, 2001" ; Tijssen, 2002 XE "Tijssen, 2002" ; Autant-Bernard, 2001 XE "Autant-Bernard, 2001" ; Zoltan, 2002 XE "Zoltan, 2002" ). Diffusion of innovation has also been recently studied through the formation of social networks. This is based on the theory is that the structure of the social system can favor or impede diffusion of innovation in a system (Decorian, 2002 XE "Decorian, 2002" ). 

Use in Past Assessments:  Network analyses have been used as early as the 1970s and there is a wide variation in the types of studies performed (Rogers, 2000 XE "Rogers, 2000" ). Recent studies includes an assessment of clustering in energy research (Tijssen, 2002 XE "Tijssen, 2002" ) and an examination of how new biotechnology firms use boundary-spanning social networks to increase both their learning and their flexibility (Liebeskind, 1995 XE "Liebeskind, 1995" ). In analysis of federal programs, examples of network analysis include the evaluation of bioremediation technologies via technology transfer from government and industry (Day, 1992 XE "Day, 1992" ) and the U.S. Department of Defense study on Crew System Ergonomics (Boff et al., 1990 XE "Boff et al., 1990" ).
Advantages:

1) Provides details information on the process by which technology produces benefits.

2) A semiquantitative approach that is viewed as being largely objective.

3) Can provide previously overlooked information about knowledge spillovers. 

Disadvantages:

1) The qualitative information obtained may not be very informative about the final health impacts of the technology.

2) May only be possible to perform a thorough assessment only during the early stages of the technology because large-scale diffusion worldwide can make it difficult to chart complex interactions. 

3) Network analysis provides information on linkages or correlations but does not provide the direction of the causality. As Bozeman et al. (2001) XE "Bozeman et al. (2001)"  have argued “R&D evaluations require something more than identification and description of networks; one must have a criterion by which networks can be said to have improved or declined.”

4.3
Implication for Assessing Effectiveness of Research Tools

Comparison of Methods to Assess Research Tools

The methods identified were critically assessed based on the following criteria:

1. Relevance to Research and Health Impacts – captures the extent to which the method can provide information about the final health impacts (or research impacts) of the technology.

2. Ease of Use – summarizes the expertise and training required to carry out the method. It also evaluates the ability to standardize the method for repeated assessments. Therefore, when ease of use is high (H), the method is easy to use and to automate.

3. Affordability – assesses whether the method can be accomplished on a limited budget. The resources required are also inherently included because the longer the time to complete the assessment, generally the more resources are required. Therefore, a ranking of high (H) indicates that the method generally affordable or low cost. 

4. Applicability – refers to the timeframe in the product life cycle when the method can be applied. We indicate whether the method is applicable for early-stage, mid-stage or late-stage assessments. 

The ratings of the methods based on these criteria are shown in Table 4. Bibliometrics, expert review and performance indicators received the top ratings. The next highest ratings are received by historic forwarding tracing, flow and process analysis, and network analysis. These rankings, developed by RTI, were benchmarked against those previously performed to ensure that the classification developed correlated with past efforts. RTI’s rankings closely mimic those developed by Youtie et al. (1998) XE "Youtie et al. (1998)"  and Bozeman et al. (1999) XE "Bozeman et al. (1999)" . Reitzig (2004) XE "Reitzig (2004)"  evaluated patent citations and his analysis concurs with RTI’s assessment that citation analysis is a valid and cost-effective approach to assessing the short-term impact of research activities.

4.4 
Metrics for Research Activities using Secondary Data Sources

Our review of the literature did not identify metrics that are directly applicable to measure the research and health impacts of products made using NIH technologies. As reported, the majority of the metrics or indicators were developed to perform economic assessments and generally evaluate the effectiveness of programs, not specific technologies. We therefore in consultation within OTT staff have developed a specific list of metrics that are applicable for evaluating products developed using NIH licensed technology. We have limited the metrics to those that can be quantified using secondary data sources. These include patent databases, sales data, peer-reviewed articles and non-published studies. 

Table 4. Comparison of Methods to Assess Effectiveness of Research Activity

	Methods
	Type of Assessment
	Relevant Technology

Categories
	Relevance to Research and Health Impacts
	Ease of Use1
	Affordability (i.e. low cost)
	Overall Rating2
	Applicability4
(stage at which data available)

	Historic Tracing – Forward
	Qualitative
	Basic Research;

Enabling Technology; Genomics
	H
	L-M
	L-M
	M
	Mid-stage

	Historic Tracing – Backward
	Qualitative
	Need to first identify outcome of interest and then trace back to NIH technologies
	L
	M
	L-M
	L
	Late-stage

	Bibliometrics – Patent Counts
	Quantitative
	All
	L
	M
	M-H
	L-M
	Early-stage

	Bibliometrics – Patent Citation
	Quantitative
	All
	M
	M-H
	M- H
	M-H
	Mid-stage

	Bibliometrics –

Content Analysis
	Quantitative
	All
	L-M
	L
	L-M
	L-M
	Mid-stage

	Flow and Process Analysis
	Qualitative
	Target Identification Grouping; Drug Development Grouping5
	M-H
	M
	M
	M
	Mid-stage

	Expert Review
	Qualitative;

Semi Quantitative
	All
	M
	M-H
	M-H
	M-H
	Early-stage

	Performance Indicators
	Quantitative
	All
	M-H
	H
	M-H
	M-H
	Early-stage

	Diffusion and Network Analysis
	Qualitative

Quantitative
	All
	M
	L-M
	L-M
	M
	Mid-stage


SOURCE:  RTI internal evaluation of methods from literature review and assessment of products made using NIH technologies

1 
Expertise, training required and ability to standardize

2 
A composite measure of relevance, ease of use, and affordability

3 
Overall rating of method in comparison to others; 1 is the highest ranking denoting the “best” methodology

4  Indicates the stage of product development when data is available for method to be applied

5 
As identified earlier, target identification grouping includes genomics, cellular signaling and target validation. Drug developing grouping includes assay development, screening, lead optimization and preclinical assessment.

L = Low; M=Medium; H=High

Table 5 provides a set of potential metrics for assessing the impacts of research tools. Description of potential metrics, the grouping of technology the metric corresponds to, data definitions, and optimal data sources to estimate the metric are provided. A flow chart of the metrics and data sources is provided in Figure 4 and a specific example is presented in Appendix E. We identified metrics across there broad measures: (1) usefulness/adoption of technology; (2) research advancement and (3) process optimization. 
4.4.1 
Usefulness/Adoption of Technology

Market penetration or diffusion metrics are an accepted indirect indicator of the significance or value of a new product or technology. If a product is able to gain significant penetration in its potential market, this is a good indicator of its superiority over the defending technology. For example, the share of researchers or research facilities using a new tool or device over time is a potential metric. However, proper utilization of diffusion metrics may require detailed market analysis to identify barriers to adoption, legacy switching costs and leaning-by-doing, all of which can delay adoption, but do not dampen the long run impact of the technology.

To measure usefulness or adoption of technology we recommend using the number of units of products sold as an indicator of the impact of the product made using NIH licensed technology. This is an indirect indicator and may not always reflect the actual impact of technology but it is an easy-to-use metric and the data is readily available to OTT. 

4.4.2
Research Advancement

Patents have historically been the most common metric to evaluate the significance or value of an innovation. The characterizes of a patent, and frequency of patent citations serve as a proxy or indicator of the potential social benefits that may be derived from the underlying innovation. A wide range of patent metrics have been identified and used in statistical analysis to model the “value” of patents
1. scope or potential applicability of patent (in terms of potential market size ($$), or  number of patients effected)

2. length and type of patent claim, 
3. the amount and type of prior art cited, 
4. the number of forward citations or references made by later-issued patents, 
5. the presence or absence of limiting claim language, 
6. the patent prosecution history
In summary, impact on research advancement can be measured using patent citations, literature citations and content analysis. The patent databases available are numerous and they include:
Table 5. Potential Metrics to Assess Impacts of Research Activities from Secondary Data Sources

	Methods/Metrics
	Description
	Applicable Technology Groups
	Data Definition
	Data Source
	Comments

	Measure: Usefulness/Adoption of Technology - Assess dissemination and use of products made using NIH technology to indirectly measure “usefulness” and “importance” of technology. 


	Volume of sales

	The volume of products sold that was developed using NIH licensed technology. 
	All technology groupings
	# of units sold
	Propriety information submitted by licensee 

	This is information that is currently provided to NIH as part of license agreement.

	Measure: Research advancement - Assess the extent to which products made using NIH technology foster the development of other technologies/products 


	Patent Citations
	Patents citing other patents
	All technology groupings
	# of matches/citations
	1) Patent Databases (USPTO, EPIDOS, Canadian patent database, AIDS patent database)

2) Delphion Intellectual property Network (fee service)

3)QPAT-US (fee service)
	For products without a patent number searches can potentially performed using key word searches. 

	Literature Citations
	Publications citing patents

Publications citing other publications
	All technology groupings
	# of matches/citations
	1)MEDLINE/Pubmed

2)Thompson ISI (fee service)

	There is a lag time for studies to be published and this should be considered in using this method.

	Content Analysis
	Word analysis performed on documents
	All technology groupings
	# of matches/ Frequency of occurrence  
	1)MEDLINE/Pubmed

2)Thompson ISI (fee service)
	Need  software such as SPIRETM or Starlight to perform complex searches.

	Measure: Process Optimization - Evaluate the extent to which products made using NIH technology result in efficiency enhancements in the development of future health care interventions. 


	Time reduction
	Evaluate the reduction in time due to use of NIH technology
	Enabling technologies, target identification, product development

	Days/Years
	1) Peer-reviewed articles

2) Research studies performed by NIH or licensee
	Need to identify the role of new technology in research process and quantify the benefits in terms of reduction in time

	Resource

Savings
	Evaluate the decrease in resources and cost stemming from  use of NIH technology
	Enabling technologies, target identification, product development
	% decrease in resources used

Cost savings ($)
	1) Peer-reviewed articles

2) Research studies performed by NIH or licensee
	Need to identify the role of new technology in research process and quantify the benefits in terms of reduction in resource used


Figure 4. Selecting and Quantifying Metrics/Methods for Research Tools
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Low level of resources required for analysis.

2

High level of resources required for analysis.

3

Key word searches can be performed for products without patent numbers.

4

Literature citations could include publications citing patents and publications citing other publications .

5

The time reduction and resource saving parameters depend on the use of the product  (e.g., target validation, lead optimization).


USPTO - United States Patent and Trade Office database
EPIDOS - European Patent Information and Documentation Systems
Canadian patent database 
AIDS patent database

There are also several fee services that can be used to perform the patent citations and these include Delphion Intellectual Property Network, Dervent Innovations Index (ISI) and QPAT-US. In addition these are others including Thompson ISI and CHI Research that also perform literature citation and content analysis. Also, commercially available patent indexes/ratings, for example Patent Rating’s Intellectual Property Quotient (IPQ) are available for $300 per patent (statistical models). 
There are also several methods available to test the quality of the patents. In the section below we summarize some of these metrics.
Patent Quality Assessment Metrics

The studies on patent quality assessment could be grouped into two categories:   

1. Studies that outline general characteristics of high quality patents without assigning quantitative values to them. 

2. Studies that describe commercialized and publicly available methods of assigning an index or monetary value to the patent based on its quality.
General Characteristics of High Quality Patents

Many studies focus on the underlining general principles and characteristics that determine patent quality. Although the characteristics vary among the studies, some are mentioned more frequently then others, among those are: prior acknowledgement and volume of prior art, volume of claims and its support of a subject matter, and prosecution history of a patent.

Influence of a prior art
 on a patent quality is acknowledged as a key indicator throughout most evaluations. It is important to properly cite previously existed prior art. Number of cited documents or patented products has an effect on the value of the patent. If the patent is a standalone patent, it might have higher value than the one among many other patents of a similar type
. If the patent claims priority form a prior art, its provisional applications should thoroughly support its claims
. 

Prosecution history also plays an important role in determining patent quality. Prosecution history provides information about the number of claims that the patent holder filed, the number of office actions, interviews that took place, the number of rejections, as well as the number of arguments and amendments that were made. This information can have a drastic impact on the value of the patent and reveal information otherwise not-reflected in the patent. For instance, statements and amendments made during prosecution could narrow the scope of the patent claims
. 

Other factors playing role in a patent quality are claims scope and subject matter. When determining patent quality, it is important to consider overall subject matter of a patent and its relativity to one's market or technological area. High quality patent will usually include broad and specific disclosure of a claimed subject matter
. Failure to properly claim a subject matter could allow competitors to practice the invention without violating the patent
. The scope of patent claims defines property rights of the patent. 
Among other factors that determine patent quality are compliance with statutory requirements (written description, best mode and enablement requirements), patent term (longer term patents are presumed to have a higher quality, with maximum term of 20 years), completeness of specifications, and patent's overall significance and importance. 
Evaluations That Assign Quantitative Values to Patent Quality

The studies mentioned above provide guidelines in distinguishing high quality patents among others, however they do not allow for clear comparison of one patent to another. Even though a skilled patent lawyer could examine a patent, and establish an opinion of its scope and defensibility, based on detailed legal and technical analysis, such analysis are usually subjective and live possibility for inconsistence. Example, of companies providing qualitative patent rating or index services are discussed below:
PatentRatings' Intellectual Property Quotient (IPQ)
  Patent Rating, LLC (PR)
 claims to have a purely objective approach to determining patent quality index. IPQ is an empirically calculated score that is adjusted to provide a normalized mean or nominal expected score of 100. An IPQ higher than 100 indicates above-average quality, while an IPQ lower than 100, indicated below average quality. 

IPQ derivation is based on a series of empirical analyses. First, PR claimed the dependency between patent quality and patent maintenance rates. It costs $850 to maintain patent in force beyond the fourth year, $1,950 to maintain its force beyond the eight year, and $2,990 beyond the twelfth year. Based on economic theory, rational economic decision-maker will choose to invest in intellectual property assets only when the perceived value of expected economic benefits secured by intellectual property assets would exceed the investment required to obtain and maintain that asset. By statistically modeling this economic decision on a macro-scale, PR formulated a relationship between observed patent maintenance/abandonment rates and the probabilistic distribution of expected patent values implied by those observations, i.e. longer patent maintenance implied higher quality of a patent. 
PR observed several statistical correlations between patent maintenance rates and various selected patent metrics:

1. Patent maintenance rates generally increase with the number of claims.

2. Patent maintenance rates generally decreased with claim length (number of words per independent claim).

3. Patent maintenance rates generally increase with the length of written specifications (number of words).

4. Patent maintenance rates generally increase with the number of recorded priority claims to related cases.

5. Patent maintenance rates generally increase with the forward citation rate (number of citations or references made to an issued patent by other subsequently issued patents).

Each of the patent metrics identified above was determined to have a statistically significant correlation (alpha < 0.01) with observed patent maintenance rates. Using these statistics, a regression model was constructed; raw scores were adjusted to provide a normalized mean. These normalized raw scores constituted IPQ. 
PatentRatings' IPQ index was purchased by Lexis-Nexis Patent and Trademark Solutions. A patent IPQ rating could be obtained in a 48-hour period for the price of $300. A recent independent study conducted in a partnership with Fortune-100 companies, showed that IPQ index scores were statistically correlated with probability of rated patents producing economic benefit ( a licensed or commercialized patent). 

Patent Value Predictor Patent Valuation Service.
 Another approach of assigning a value to patent quality is proposed by Patent Value Predictor (PVR). PVR claims to have a new useful macro economic model for valuing patents. The benefit if this model is that it enables inexpensive automated determination of the value of the patents, the drawback is that it relies on nominal determination of the market share. PVR macro economic model is based on 4 assumptions or axioms:

1. Each enforceable patent covers a fraction of GDP (K*GDP) of the country in which the patent is enforceable. 

2. Another assumption is that K*GDP is the function of certain formal characteristics of patents, such as measures of the length of independent claims, the statutory classes of the independent claims, the number of independent claims, the number of claims, the length of specification, the number of figures, the number of examples, the number of embodiments, the number of references cited etc. 
3. Third assumption is that there is a profit margin associated with a sale of goods and services covered by a given patent. 

4. The final assumption is that the given enforceable patent is the asset that provides a profit associated with it. 

Based on these assumptions, after a series of simplifications, PVR concludes that value of the patent becomes a function of profit associated with a patent, interest rate, and the number of years that the patent will be enforced. (The profit associated with a patent is calculated from a portion of GDP that a given patent covers, profit margin associated with a patent, and formal characteristics of the patent.)

A patent value from PVR could be obtained in a 24-48 hour period for a price of $100.

Composite Quality Index
 The last method covered in this section also utilizes an empirical analysis to construct a composite quality index for a patent. The composite quality index is a linear combination of observed indicators that include
:

1. Claims: The claims in the patent specification delineate the property rights protected by the patent. The principal claims define the essential novel features of the invention and subordinate claims describe detailed features of the innovation. 

2. Citations: Like the claims, these identify the rights of the patentee. In this study, the authors used the number of prior patents cited in the application (backward citations), and the number of subsequent patents that had cited a given patent in their own application (forward citations). Fwd5 variable includes all forward cites to the patent that occur within five years of the patent application date. 

3. Family size:  In order to protect an innovation in multiple countries, a patentee must secure a patent in ach country. The authors call the group of the patents protecting the same innovation its family (also referred to as parallel patents).

4. Technology Area(USPC):  The patent examiner assigns each patent to one or more 9-digit technology groups, based on the USPC system. The authors designated patents into one of seven, more aggregated classes: Pharmaceuticals, Biotechnology, Other Health, Chemicals, Computers, Other Electronic, and Mechanical. 

The regression significantly rejected hypothesis (p-values < 0.001) that there is no common factor linking the four indicators in every technology group. 

Another interesting finding was related to the weights in the patent quality index among seven technology areas (for instance forward citations will play a higher role in the value of a drug patent (46%), while claims will be more significant (72%) for a biotech patent):

	% Weight on (log):
	Drugs
	Biotech
	Other Health
	Chemicals
	Computers
	Electronics
	Mechanical

	Claims
	29.8
	72
	53.1
	49.2
	37.3
	44.5
	52.3

	Fwd5
	46.1
	12.8
	13.6
	23
	16.2
	21.3
	14.7

	Bwd Cites
	21.2
	13.9
	29.4
	23.7
	15.3
	27.1
	24.8

	Family
	2.9
	1.2
	3.9
	4.1
	31.2
	7.1
	8.3

	Lanjouw J.O., Schankerman, M. "Patent Quality and Research Productivity: Measuring Innovation With Multiple Indicators." The Economic Journal, pp.446-447, April, 2004.


4.4.3 
Process Optimization
To assess the impact of the products on research efficiency enhancement both time reduction (e.g., time to complete a task such as an assay; number of assays that can be conducted simultaneously) and resource savings (e.g. material costs savings; labor hour savings) resulting from the products made using NIH technologies will be assessed. We performed a review of peer-reviewed literature to analyze studies that assessed the efficiencies resulting from use of research tools. We identified a wide range of metrics that were utilized. For instance, assay evaluations metrics include cell-attachment signal (Kleymann, 2004 XE "Kleymann, 2004" ), percentage activity (Dillon, 2003 XE "Dillon, 2003" ; Wu, 2003 XE "Wu, 2003" ), compounds tested per plate (Hodder, 2004 XE "Hodder, 2004" ) and sensitivity (Wu, 2003 XE "Wu, 2003" ). For high-throughput screening the measures used include summary of compounds identified (Grover, 2003 XE "Grover, 2003" ; Anderson, 2004 XE "Anderson, 2004" ), counts per minute/day (Anderson, 2004), signal-to-backgrounds and signal-to-noise ratios (Liu et al., 2003 XE "Liu et al., 2003" ), and simplification of the research process (Liu et al., 2003 XE "Liu et al., 2003" ). We therefore were not able to identify metrics that are commonly applied across all studies within a technology group. 

We also searched for studies that addressed the time and cost benefits of research tools. The majority of studies make inferences to (1) reduction in time or cost and (2) cost-effectiveness of the research tool or method (Grover, 2003 XE "Grover, 2003" ; Cunningham, 2004 XE "Cunningham, 2004" ) but only a few specifically quantify the impacts in these terms. A study by Smith et al. (2004) XE "Smith et al. (2004)"  that analyzed throughput turbidometric assay for screening inhibitors of protein disulfide isomerase activity concluded that the assay was cost-effective because it projected 32,000 compounds per day and the material costs were three cents per well. A study on conformation-sensitive gel electrophoresis found that accurate detection of sequence variation in DNA can be performed using this approach and that preparation time was reduced to 10 minutes (Blesa, 2004 XE "Blesa, 2004" ). In another study on high-throughput screening of HIV-1 infusion inhibitors, Liu et al (2003) XE "Liu et al (2003)"  illustrated that the new method decreased the time required for a screening cycle by 5 hours. An additional example, is the study by Anderson et al. (2004) XE "Anderson et al. (2004)"  on microassayed compound screening which concluded that the new technique resulted in cost savings of over $200,000 but no details on the cost assessment was provided.

The critical factor in all these assessments is that sometimes no comparative assessment is performed and often details on time and cost assessments are not provided. Therefore it is difficult to validate improvement compared to technology currently in use. Potentially, in the future, OTT could develop a standardized guidance document for incorporating a common set of metrics into studies on research tools performed internally at NIH or externally by the licensees.

Direct versus Indirect Metrics

Measuring the benefits from medical research tools and devices is difficult because their impact is well upstream from the final impact on health care outcomes. Also, because prior innovations often set the stage for new inventions, an important benefit of NIH technologies may be in the form of spillovers (positive externalities) which lead to further scientific breakthroughs. Patent citations have frequently been cited as an indicator of technology spillovers. See, for example, Caballero and Jaffe (1993) XE "Caballero and Jaffe (1993)"  and Jaffe et al. (1998) XE "Jaffe et al. (1998)" . 
The most precise metrics for evaluating the impacts of research tool and devices are those that directly measure the impact of the technology on health care outcomes or resources. However, because it is difficult to fully develop the link from research to outcomes, these metrics rarely able to be employed. In addition, because of the lag between research activities and clinical use, direct measurement metrics tend to become speculative in that they must predict the potential quality improvement and effected populations. Most direct measurement metrics for research tools and devices fall into the traditional categories of better – faster – cheaper, (relative to defender technology). Because of the difficulties in direct measurement, indirect metrics based on patent analysis are commonly used to measure the impact of research tools and devices. 

Preliminary Metrics for Research Activities using Primary Data Sources   

As noted by Cozzens et al. (1994) XE "Cozzens et al. (1994)" , most of the direct indicators of technology transfer outcomes such as bibliometrics are only indirectly (and loosely) related to the final goal of improving the public health. Many of the important concepts of the effectiveness of technologies are unobservable and therefore we rely on proxies. Often the only available test of validity is the extent to which proxies correlate with each other and to the underlying theoretical concepts (Jaffe, 2001 XE "Jaffe, 2001" ). The challenge, therefore, is to identify metrics and methods that can identify the impact of research activities on final health outcomes. In addition, the effectiveness of new technology in relation to its importance in the discovery of new clinical applications needs to be derived. Expert opinion can be valuable in benchmarking these technologies and establishing the true effectiveness. We have developed a preliminary list (Table 6) of potential metrics that can be developed from expert opinion and other methods such as historic tracing and diffusion analysis to supplement those developed from secondary data sources. 
Table 6. Potential Metrics to Assess Impacts of Research Activities using Primary Data Sources

	Metrics 
	Description
	Applicable Technology Groups
	Data Definition
	Data Source
	Comments

	Revolutionary technology 
	Measure whether the technology is revolutionary and opens a new field of research or has a broad range of applications. This will apply to either technologies that result in research advancement or process optimization.
	Basic research; Enabling technologies; 

Genomics
	1=Yes; 2=No

(“Yes” response indicates revolutionary technology)
	1) Expert opinion through questionnaire
	Need to develop detailed criteria for categorizing technology as “revolutionary”

	Applicability
	Identify if technology is only applicable to a particular disease area or has broader application across disease groupings

(Share of research expenditures potentially effected; Share of scientists potentially effected)
	Basic research; Enabling technologies; 


	1=Specific Disease or Disease Area

2=Generic Application
	1) NIH internal documents describing technology 

2) Expert opinion through questionnaire
	Need to further clarify specific disease. For instance, cancer would be considered a disease area

	Probability of identifying drugable targets
	Assess the ability of the technology to increase the probability of identifying targets.
	Target identification grouping
	% increase
	1) Expert opinion through questionnaire 

2) Research studies/Peer-reviewed articles
	Need to differentiate between impact on specific disease drug discovery process versus those that apply across disease groups. 

	Probability of identifying drug candidates
	Assess the ability of the technology to increase the probability of identifying drugs that can be tested in human clinical trials 
	Drug development grouping
	% increase
	1) Expert opinion through questionnaire 

2) Research studies/Peer-reviewed articles
	Need to consider the contribution of the NIH technology to the identification of drug candidates.

	Research process efficiency
	Assess the potential impact on overall research process
	All technology groupings
	Impact categories

H=High

M=Medium

L=Low
	1) Expert opinion through questionnaire
	Need to provide definitions and example to allow consistent categorization

	Final health outcomes
	Assess the potential impact on public health if technology is successfully incorporated in research activities.

(Share of patients potentially effected; Share of medical procedures potentially effected)
	All technology groupings
	Impact categories

H=High

M=Medium

L=Low
	1) Expert opinion through questionnaire
	Need to provide definitions and example to allow consistent categorization

	Transfer of Results
	Assess the extent to which NIH research activities are disseminated to foster evidence-based medicine.
	All technology groupings
	1=Yes; 2=No

(“Yes” response indicates technology fulfilled NIH goal)
	1) Survey of end-users

2) Network and diffusion analysis  

3) Historic tracing 
	Need to relate specific goals defined in the NIH GPRA plan to technology to be assessed.


Research process efficiency and health outcome metrics attempt to measure final research and health benefits. The other metrics only indirectly measure the ultimate benefits but can be useful in informing and guiding the decision-making process. For instance, these metrics can be presented individually or as a composite measure to the expert panel making determinations about potential benefits on the technologies on the research process and health outcomes. The metric assessing transfer of results is critical to identify whether a technology fulfills the NIH goals related to widespread dissemination and adoption of NIH sponsored research.

In the literature we reviewed, we found consensus that measuring research effects is often an “art” that requires a combination of measures and approaches to perform a comprehensive assessment (Martin, 1983 XE "Martin, 1983" ; Hertsfeld, 1992 XE "Hertsfeld, 1992" ; Hall, 1995 XE "Hall, 1995" ; Youtie, 1998 XE "Youtie, 1998" ; Georghiou, 2000 XE "Georghiou, 2000" ). No established gold standard or method for identifying which methods should be included exists. The methods chosen should be complementary and not overlap in their measurement and thereby the combination of methods should result in an optimal toolkit (quality and cost tradeoff) to measure the effectiveness of research tools.

SECTION 5
METHODS AND METRICS FOR CLINICAL APPLICATIONS

5.1
Framework for Assessing Effectiveness of Clinical Applications

The general approach to measuring the change in health outcomes is often a two-step process (CCOHTA, 1997 XE "CCOHTA, 1997" ). First, the change in outcomes is measured in natural units or effectiveness (e.g., change in the probability of developing diabetes, change in immunization rate, change in expected life years gained). Second, when possible, a value is assigned to the changes in these outcomes (e.g., in terms of health related quality of life but not dollars). Both the effectiveness and the utility measures have advantages and disadvantages. 

The aim of technology assessment is to be able to measure the impact of technology in terms of effectiveness rather than efficacy. As indicated in Table 7, efficacy refers to the benefit of using a technology under ideal conditions (e.g., randomized control trial), whereas effectiveness measures benefits under routine conditions (e.g., community hospital setting). Effectiveness can differ substantially from efficacy because of various factors including differences in patient population and expertise of provider (Hall, 1999 XE "Hall, 1999" ; Mathews, 1995 XE "Mathews, 1995" ; Britton et al., 1998 XE "Britton et al., 1998" ). Effectiveness measures are often available only when a technology is established and data on use in everyday practice setting are available. Therefore, for many technologies, especially emerging ones, we will have to rely on efficacy measures for the initial evaluation, regardless of how circumscribed and lacking in generalizability those data are. 

Table 7. Efficacy versus Effectiveness for Technology Assessment

	Components in a Technology Assessment
	Efficacy Studies
	Effectiveness Studies

	Patient Population
	Homogeneous; patients with coexisting illness often excluded; pregnant women and children are generally excluded
	Heterogeneous; can includes all or most types of patients who may require the technology

	Procedures
	Standardized protocols
	Can be standardized, but often vary across studies (or even within)

	Testing Conditions
	Ideal or highly specialized or qualified centers
	Conditions of everyday practice

	Practitioners and Audiences
	Experts or specialized clinicians;

Early adopters
	all users–physicians, hospitals, patients, payors


SOURCE: RTI review of the literature.

In Figure 5, a schematic representation of the pathway in which products made using NIH technologies result in final health impacts is provided. The critical factor that needs to be considered is that despite success in obtaining FDA clearance to market a product, barriers to adoption can impact the full-fledged use of the technology. 

Figure 5. Schematic Model of the Process by Which NIH Technology 
Transfer Results in Health Impacts
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5.2
Metrics for Quantifying Effectiveness

The magnitude of the clinical effectiveness can be measured in several ways (IOM, 1985 XE "IOM, 1985" ; Fahley et al., 1995 XE "Fahley et al., 1995" ; Nuovo et al., 2002 XE "Nuovo et al., 2002" ):

1. Relative (RR) risk reduction - The relative risk reduction (relative difference) is       [(x-y)/x]*100. 

2. Absolute risk reduction - The absolute risk reduction (absolute difference) is (x-y) where x is the proportion of patients suffering the outcome of interest in the control group and y is the proportion of patients suffering the same outcome in the treatment group. The outcome in the control group, x, thus defines the background risk. 

3. Proportion of event-free patients – This is the percentage of patients in each group, x and y, expressed in terms of survival rather than death.

4. Number of patients who needed to be treated to prevent one death - This is the reciprocal of the absolute risk difference, or 1/(x-y).

5. Odds ratio (OR) – A measure of treatment effect that compares the probability of a type of outcome in the treatment group with the outcome of a control group, (X(1-X))/(Y(1-Y)).

There is no consensus on the metrics to report mortality effects but ongoing efforts to improve quality of results from randomized controlled trials, specifically the Consolidation Standards of Reporting Trials (CONSORT), has suggested that the results should be reported in absolute values whenever possible (Moher, 2001 XE "Moher, 2001" ). In addition, for each primary and secondary outcome, a summary of results for each group and the estimated effect size and its precision (e.g., 95% confidence interval) should be reported.

These above metrics only capture the final mortality impacts; other potential metrics include reduction in morbidities, shorter length of stay, and changes in health-related quality of life (HRQL). Based on past assessments and approaches used to categorize outcomes (Hegyvary, 1991 XE "Hegyvary, 1991" ; Kane et al, 1997 XE "Kane et al, 1997" ; Nathan et al., 2000 XE "Nathan et al., 2000" ; Kramer et al., 2000 XE "Kramer et al., 2000" ), product benefits can be characterized in at least three ways:  

· Intermediate or clinical outcomes (e.g., physiological changes such as lower cholesterol;  reduction in tumor size )

· Ultimate or health effects, sometimes denoted patient-centered outcomes (e.g., declines in mortality rates, reduction in morbidities, changes in health-related quality of life quality of life) or

· Resource efficiency, such as effects on health services use (e.g., shorter lengths of stay; fewer emergency room visits. we anticipate that three separate categories of metrics will be useful to examine:

Keeping these categories separate is assessments is important for two reasons: (1) a given product can be relevant to more than one type of metric, and (2) the relative importance of these categories from a public health perspective may not be the same. For instance, a decrease in mortality rate is not valued at the same level as a decrease in hospital length of stay. In addition, having separate categories will help us identify those products that have benefits across multiple dimensions. 

Although the methods for assessing preventive measures (e.g., vaccines), screening and diagnostic tests, treatment, and rehabilitation share common features, there are also significant differences in the intermediate metrics used and therefore we have reviewed the methods and metrics to assess each of these uses of NIH technology separately. In addition to metrics tailored by use of technology, we have also identified intermediate metrics that are specific to diseases targeted by NIH products, specifically cancer and HIV. Both technology benefits and harms will be quantified. 

We have limited the metrics to those that can be quantified from secondary data sources. These include claims data (e.g. Medicare and Medicaid claims), hospital discharge data (e.g. Health Care Utilization Project (HCUP)), national survey data (e.g. National Health Interview Survey (NHIS)), peer-reviewed articles, unpublished studies sponsored by licensee. Using secondary data sources both quick and in-depth analysis can be performed. The types of analysis that can be performed with limited and extensive effort are highlighted below:
Limited Effort and Resources: 

1) Utilization rates (hospital discharge data, claims data)

2) In-hospital mortality/resource use (hospital discharge data, claims data)

3) Disease level mortality assessments (example SEER data analysis)

4) Identification of specific studies (peer-reviewed articles or licensee sponsored)

Extensive Effort and Resources:

1) Patient level analysis (related to use of specific technology)

2) Systematic review of the published literature

5.2.1
Metrics for Vaccines

The effectiveness of vaccine is interpreted as the percentage reduction in the risk attributable to the vaccination, indicated by 1-RR in cohort studies and or 1-OR in case-control studies (Hak, 2002 XE "Hak, 2002" ). In assessing the effectiveness of vaccines, complications or safety issues related to the vaccine are important considerations. Often because many of these complications are noted only when vaccines are administered to a large population, surveillance is a very important component (Torvaldsen, 2002) XE "Torvaldsen, 2002)" . Surveillance enables the assessment of vaccine failures as well as mild and serious complications. The adverse events following immunization (AEFI) are captured in the United States via the Vaccine Adverse Event Reporting System (VAERS) which is a cooperative program for vaccine safety of the Centers for Disease Control and Prevention (CDC) and the Food and Drug Administration (FDA). VAERS is a post-marketing safety surveillance program, collecting information about adverse events (possible side effects) that occur after the administration of US-licensed vaccines. 

In assessing effectiveness in the real-world situation parameters such as vaccine coverage, timeliness of immunization delivery, and compliance with repeat dosing guidelines are measured. Although vaccines may have high efficacy in the clinical trial, real-world barriers and complexities can significantly reduce the theoretical possibilities of the vaccine (Glauber, 2003 XE "Glauber, 2003" ; Luce et al., 2001 XE "Luce et al., 2001" ). The AEFIs can result in significant use of health care resources and therefore rate of hospitalization and other resources should be tracked. 

Overall, prevention can be primary, secondary or tertiary, and therefore it can involve avoidance of disease, prevention of a second adverse event, or even complications of an existing disease. Therefore, the use of preventive metrics needs to be tailored to the underlying health benefit in question. General metrics for vaccines could include usefulness of technology assessed by analyzing the number of units sold, final health outcomes including adverse events and number of deaths avoided, and resource use such as number of hospitalizations avoided. A flowchart for selecting and identifying metrics for vaccines is shown in Figure 6. Volume of sales and adverse events can be generally identified via secondary data sources while number of deaths avoided and hospitalizations avoided will require more in-depth and resource intensive data mining. Sales data for vaccines though should be interpreted with caution since sales doesn’t equate to use of the vaccine. This information when possible should be verified through administrative data or surveys. Adverse events are reported to the FDA and CDC via the Vaccine Adverse Events Reporting System (VAERS). This is the best source of information about adverse events related to vaccines. Secondary data sources that can provide information on vaccine use include the NHIS, National Immunization Survey (NIS), School and Childcare Vaccination Surveys, and Behavioral Risk Factors Surveillance System (BFRSS).

Figure 6. Selecting and Quantifying Metrics/Methods for Vaccines
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5.2.2
Metrics for Screening and Diagnostic Tests 

The effectiveness of a diagnostic technology can be determined along a chain of inquiry describing a hierarchical sequence of impacts as indicated in Figure 7. A variety of metrics that can be used to evaluate the impact of screening and diagnostic tests are provided in Table 8. 
Figure 7. Hierarchical Sequence for Diagnostic Tests
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SOURCE: Adapted from Goodman (NICHSR), 1998 XE "Goodman (NICHSR), 1998"  

A flow chart for selecting and quantifying metrics for screening and diagnostic tests is presented in Figure 8. The key measures include usefulness/adoption of technology, accuracy, outcomes and resource use. The volume of sales of the products is the metric used to assess adoption of the screening and diagnostic tests and this information can be obtained either from internal OTT documents, the licensee or from secondary databases including claims data. Information on accuracy and outcomes are most likely to be available in peer-reviewed articles or from unpublished studies sponsored by the licensee. Claims database may provide information on outcomes and resource use but this will generally require significant resources in order to perform in-depth analysis. 
5.2.3
Metrics for Treatments

Metrics for treatments include those that are disease specific or treatment specific and those that are applicable across all products. These metrics can be classified into intermediate outcomes, final outcomes and resource use. In addition, similar to other products the usefulness of the product can be indirectly assessed by reviewing the volume of sales. This can be obtained from OTT internal documents, the licensee or database vendors, such as IMS or Express Scripts. Figure 9 presents a flow chart for selecting and quantifying metrics for treatments (see Appendix F for specific examples with details on databases). Intermediate outcomes such as response rate and technical success can be obtained from peer-reviewed articles and licensee sponsored studies. Final outcomes, specifically mortality, can be measured using claims data. HRQL metrics can only be obtained from published studies or prospective studies. We have specifically not included other final metrics including morbidity metrics in the flow chart as they are generally more difficult to quantify and tend to be disease specific. These can be included in assessments as necessary and metrics specifically used in cancer and HIV assessments are discussed below.

Table 8. Metrics for Screening and Diagnostic Tests

	Metrics
	Definition

	Accuracy (Source: Literature Review)

	Sensitivity
	Proportion of individuals with condition who test positive

	Specificity
	Proportion of individuals without condition who test negative

	Positive predictive value
	Proportion of individuals with positive test who have condition

	Negative predictive value
	Proportion of individuals with negative test who do not have condition

	Impact (Source: Health Care Claims Data)

	Impact on selection of treatment 
	Number (%) of times that the test performed guided the selection of therapeutic intervention

	Diagnosis Related Outcomes (Source: Health Care Claims Data; Literature Review)

	Complications associated with the test
	Number (%) of individuals tested who experienced minor complication (needs to be defined)

	
	Number (%) of individuals tested who experienced serious complications (needs to be defined)

	
	Number (%) of individuals tested who died

	Mortality reduction
	Number of deaths avoided due to diagnosis of condition

	HRQL improvement
	Number of individuals with increase in HRQL

	Resource Use( Source: Health Care Claims Data)

	Impact on utilization of additional diagnostic tests
	Number (%) of times other diagnostic tests are avoided (compared with usual practice without new technology)  

	Elimination of nonessential interventions 
	Number (%) of times unnecessary treatment was avoided 


Cancer

The Food and Drug Administration recently undertook a project to evaluate potential endpoints for cancer drug approval (Johnson, 2003 XE "Johnson, 2003" ). Endpoints were examined for the most common cancers, such as lung cancer, colon cancer, and breast cancer The results from this effort revealed that a variety of endpoints were employed including response rate (RR), time to progression (TTP), disease-free survival (DFS), tumor specific symptoms and pain assessment. The most common endpoints were disease-free survival and response rate.
All of these measures capture only the response or mortality benefit. Due to significant side effects associated with cancer treatments (Koopmans, 2002 XE "Koopmans, 2002" ), assessment of quality of life has become increasingly common. This is specifically true in the case of treatments for certain end-stage cancers where the likely outcome is to improve quality of life rather than extend life span (Jacobsen, 1999 XE "Jacobsen, 1999" ). In addition, questionnaires that capture multifaceted aspects of patient well-being including physical, social, mental and functional status are required to assess the overall impact on quality of life. Details on health related quality of life instruments are provided in Appendix G. 
Figure 8. Selecting and Quantifying Metrics/Methods for Screening/Diagnostic
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Figure 9. Selecting and Quantifying Metrics/Methods for Treatments
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HIV/AIDS

A large number of clinical endpoints are included in HIV/AIDS studies (NIAID, 2001 XE "NIAID, 2001" ). Among these are:

· Virlogic parameters – evidence of virologic resistance, onset of viral suppression, half-life of cell-free virus;

· Hemotologic parameters – white blood cell count, numbers of circulating B-cells;

· Clinical parameters – death, time to AIDS-defining event, time to disease progression, toxicity, progression-free interval, response rate

· Quality of life assessments – SF-36 health outcome measure, Kurzke expanded disability status scale

5.2.4
Metrics for Rehabilitation

Although we did not identify any products made using NIH technologies in the rehabilitation category, we provide outcomes measures for rehabilitation to be complete. Rehabilitation outcome measures routinely include both clinical functional metrics as well as patient health status improvement. As described by the model on the Dimensions of Disablement, there are five areas of human function in which disability (and its treatment) can have an impact (Butler, 2004 XE "Butler, 2004" );

· Pathophysiology: Interruption or interference of normal physiology and developmental processes or structures 

· Impairment: Loss or abnormality of body structure or function 

· Functional Limitation/Activity: Restriction of ability to perform activities 

· Disability/Participation: Inability to function fully in typical societal roles 

· Societal limitation/Context factors: Barriers to full participation in society that result from attitudes, architectural barriers, and social policies and other factors that are external to the affected individuals such as family circumstances. 

Given this wide range of potential limitations, several instruments have been developed to assess patient response to rehabilitation efforts. These are usually tailored to the underlying condition that is being treated for example stroke (Forbes, 1997 XE "Forbes, 1997" ; Coster, 2004 XE "Coster, 2004" ). Example of instruments and assessment tools used to measure outcomes in cardiopulmonary rehabilitation include Cardiac Knowledge Test, Diet Habit Survey, Duke Activity Index, Beck Depression Inventory, SF-12, and Six-Minute Distance Walk. 
5.3
Implication for products made using NIH technologies 

Common Metrics across Technology Groupings 

In Table 9, we provide a listing of selected metrics and their application across technology groupings. This mapping is provided to illustrate the metrics that are common across the technologies and also to indicate the variability in the types of metrics available for analysis.

The technologies share many common metrics but often only intermediate outcomes can be ascertained, specifically for technologies related to prevention and diagnosis, because the final outcomes, such as morbidity and mortality, occur in the distant future or are difficult to quantify. In addition, acute events are more likely than chronic conditions to have quantified final outcomes. Intermediate outcomes tend to differ by product type and disease area. Intermediate outcomes are by definition surrogates for final outcomes and as such, are inherently less desirable than final health outcomes (Kane, 1997 XE "Kane, 1997" ). In some instances, the intermediate outcomes may be all that can be directly measured or all that needs to be measured (as in the case where the link between intermediate and health outcomes has already been established). For instance, the relationship between a preventive, therapeutic or rehabilitative technology and its patient outcomes is typically direct, whereas the relationship between a technology that is used for screening or diagnosis and its patient outcomes is usually indirect (Goodman, 1998). When a direct link to final outcomes is not available, review of the literature and previous studies are a good source of information to extrapolate to final outcomes. If the information in the literature is inadequate or incomplete, then decision analysis and modeling techniques are used (Johnson et al., 2001 XE "Johnson et al., 2001" ; Hoerger et al., 2004 XE "Hoerger et al., 2004" ). 

Prior to assessing the effectiveness of a given technology the comparator needs to be determined. This can usually be ascertained, either by reviewing the literature, reading clinical trial protocols, or talking with experts. Assessing incremental effectiveness is the accepted standard and recommended by consensus guidelines (Mandelblatt et al., 1997 XE "Mandelblatt et al., 1997" ); therefore, this is a critical step in the evaluation process. It is important to keep in mind that in some cases no effective treatment may yet exist for a condition, and therefore “watchful waiting” may indeed be the appropriate comparison. 

Developing a Composite Measure

As indicated in the Table 9, there is a large overlap in metrics across the technology groupings. Despite these shared metrics, assessing effectiveness based on these metrics alone will not be useful because the impacts on the metrics differ by type of technology grouping assessed, and a single technology can impact multiple metrics. In addition, a technology can have a positive impact as shown by one metrics while resulting in a negative impact on another dimension. Final outcomes are measured in terms of both mortality and morbidity and products made using NIH technologies can therefore impact mortality, morbidity, or both. 

Table 9. Crosswalk of Metrics by Use of Technology

	Metrics
	Prevention

(Vaccines)
	Screening & Diagnostics1
	Treatment (Medical Devices & Drugs)
	SECONDARY

DATA SOURCE

	Intermediate Outcomes

	Treatment response rate
	
	
	(
	Literature

	Pulmonary function
	(
	(
	(
	Literature

	Positive predictive value 
	
	(
	
	Literature

	Final Outcomes Including Patient-Centered Outcomes

	Mortality rate

(presented  as either relative risk, absolute risk, odds ratio or event free patients)
	(
	(
	(
	Claims Data, Registries (SEER)


	Morbidity (specific disabilities that are disease related)
	(
	(
	(
	Literature

	Health-related quality of life (HRQL) (e.g.. as measured by generic and disease-specific instruments)
	(
	(
	(
	Literature (prospective studies)

	Ability to perform Activities of Daily Living (ADLs)
	
	(
	(
	Literature

	Resource Efficiency

	Rate of hospitalization
	(
	(
	(
	Claims Data


	Physician office visits
	(
	(
	(
	Claims Data


	Length of stay (any health care facility)
	(
	(
	(
	Claims Data


	Procedure time
	
	(
	(
	Literature,

National survey


	Repeat/additional procedures
	
	(
	(
	Claims Data, Literature


	Caregiver time and stress 
	(
	(
	(
	Literature,

National survey

	Work days lost 
	(
	(
	(
	Databases, Literature



1 In general, screening and diagnostic interventions affect final outcomes only through treatment interventions.
It is not possible to compare the impact across technologies or determine true value of these technologies without using metrics that combine both of these final outcomes. Increasingly, quality-adjusted life years (QALYs) is being used for this purpose. This approach, which integrate the biomedical and psycho-social models, and has been labeled the bio-psycho-social model (Testa, 1996 XE "Testa, 1996" ; Wilson,1995 XE "Wilson,1995" ; WHO, 2001 XE "WHO, 2001" ). QALYs is advantageous because it combines both quality and quantity of life derived through patient reported outcomes. The values assigned to a specific state of health that are used to develop the QALYs can be estimated using a series of techniques such as Standard Gamble, Time Trade-Off or Rating Scale, or by means of prescored health state sorting systems (e.g. HUI, EQ-5D). QALYs have been criticized because the measurement can be biased and the QALYs estimated can differ based on the methodology used and type of population the utilities or values are derived from. Despite this, and the fact that a range of alternatives such as Healthy-Year Equivalents (HYEs), Disability-Adjusted Life Years (DALYs) and Person Trade-Offs (PTOs) (Prieto, 2003) are available, QALYs have remained the most common approach. 

The FDA and NIH are assessing methods and developing guidelines to improve the measurement of QALYs. The NIH, as part of the Roadmap activities, is undertaking the dynamic assessment of patient-reported chronic disease outcomes (PROMIS) to develop methods to assess patient outcomes and incorporate these measurements into clinical trials. In addition, NIH initiative on Item Response Theory (IRT) and Computerized Adaptive Testing (CAT) is an effort to standardize and automate patient-reported health measures. Implementation of such guidance to make these measurements comparable across diseases will allow for more objective measurement. In Appendix G, we provide an overview of incorporating health-related quality of life questionnaires in clinical trials.
Measuring QALYs combines clinical endpoints and patient-reported outcomes but does not include the impacts of resource efficiency. This can be reported separately, or a composite measure combining outcomes and resource use can be developed. In addition, the overall benefit of the technology could be ascertained by a group of experts after reviewing the evidence provided by metrics. This would provide a semiquantitative approach to assessing the benefit of the clinical application. 

Benefit Attributable to NIH Technology

The contribution of the NIH technology to the final commercialized product needs to be ascertained to accurately access the effectiveness of the underlying technology. Based on return on investment assessment literature (Beaudoin et al., 2003 XE "Beaudoin et al., 2003" ), the contribution of products made using NIH technologies can be classified into three categories:

· Completely dependent on the technology: These benefits cannot be realized without using the technology. 

· Enabled by the technology: These benefits occur when certain work processes are enabled by the technology. 

· Sustained by the technology: These benefits occur when improved work processes are sustained by the technologies of transformation. 

When the final product is completely dependent on the technology, then all the benefits can be attributed to the NIH technology. When the final product is either enabled or sustained by the NIH technology, the technology will be allocated only partial credit. The decision on the weighting system to be used should be determined by a panel of experts.

In addition, the benefits of the products made using NIH technology may have to be determined by other metrics than those that can be quantified from secondary databases alone. For instance, products could be developed to treat orphan disease groups that are currently underserved. Therefore, a simple count of the product sales will not capture the true benefit of this product to public health. For instance, percent of applicable population using product or other metric may better assist in capturing this impact. We will discuss approaches to capture this value of the products in our interviews with the experts.

Evaluating Technologies in the Early Stages of Commercialization

In the early stages of commercialization, identifying impacts through secondary data sources can be difficult. Patent and citations counts are possible but health outcome metrics are typically not available because of limited market penetration and the lags of measurable impacts. The typical approach for evaluating technologies in the early stages of commercialization is to employ a method involving a combination of secondary data and expert judgment (see Ruegg and Feller [2003] XE "Ruegg and Feller [2003]" ). In this approach, secondary data are used to estimate current adoption and the maximum market potential. Expert judgment is then used to estimate the timing and long-run market share that the technology is likely to achieve. Finally, interviews with early adoptors are used to quantify per-unit impact metrics.

Much of the technology diffusion literature focuses on the role of information flow and learning by associations as key factors in determining S-shaped cumulative adoption curves (see Figure 10). In this framework the probability of adoption is modeled as a function of the feasible population (Mt) and cumulative adoptions (Nt). Different functional forms are used to model partial adoption such as the three-parameter Bass diffusion model where p and q are constants that influence the speed of adoption.
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To operationalize this approach, secondary data sources are first used to determine the eligible population, also referred to as the market potential. This can be the share of the population inflicted by a particular disease or the portion of research activities for which a new technology is applicable. The eligible population determines the upper-bound penetration for the technology. Expert judgment is then used to determine the share of the market potential that is feasible, given real-world conditions. Feasibility is a function of the strength of defender or competing technologies and regulatory or institutional barriers. 

Figure 10. Illustration of Technology Adoption
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Secondary data are also used to assess the early stages of adoption. For example, if a sufficient time series of sales data is available, diffusion curves can be econometrically estimated. However, if insufficient information is available to identify the shape of the diffusion curve, expert judgment is typically used to identify a point in time (such as, in 5 years the technology is projected to achieve “X” penetration) to determine the shape of the curve.

Once the timing of the adoption of the new technology has been projected, interviews with a limited number of early adopters are used to identify the per-unit/activity benefits. As part of these discussions impact metrics are finalized and quantified. During these interviews it is not only important to identify the current benefits of the new treatment or device, but also to assess how learning curves or economies of scale might influence benefit estimates. 

Measuring Public Health Impacts 

Most published health impact assessments have not taken a population approach to measuring effectiveness. Several researchers have noted the importance of drawing a clearer distinction between individual and population health impacts (Friedman et al., 2003 XE "(Friedman et al., 2003" ; Diez-Roux, 2000 XE "Diez-Roux, 2000" ). To measure the true impact of the effectiveness of products made using NIH technologies, the patient-level outcomes, that is, mortality and morbidity impacts need to be converted into public health benefits. Often times a composite measure that captures both morbidity and mortality, such as QALY, is used. To quantify overall public health impacts, information on the total population that will potentially benefit from the new technology is required. This information can be obtained relatively easily using epidemiological studies and databases, and more complex estimation based on differences in benefit-by-age distribution or other variables can often be done as well. Because products made using NIH technologies can provide benefits worldwide we have assessed the availability of data sources to capture the impact of health benefits both in the United States and internationally. Our search identified a variety of potential data sources that are summarized in Table 10.

Identifying data sources is often a challenge to developing a population impact model; therefore, we have performed a preliminary assessment to ensure that the required data are available. We propose to identify the core data required through existing secondary data sources. Efforts undertaken by other organizations, specifically WHO, will provide the necessary data inputs for the model. For instance, the DisMod II provides a tool for deriving missing data - it can be used to calculate the complete epidemiology of a disease given a minimum of three input variables (Barendregt et al., 2003 XE "Barendregt et al., 2003" ). As necessary, expert interviews will be performed to supplement information gathered via secondary data sources.

Table 10. Data Sources for Measuring Public Health Impacts Worldwide
	Category
	Data Elements
	Potential Data Sources

	Population estimates
	Age, sex, racial distribution
	Life tables from WHO (PopMod); Census reports; Global Population Database (GPOPDB); The International Data Base (IDB)

	Clinical epidemiology
	Disease prevalence, incidence, mortality rates
	Literature review; DisMod II; Organization for Economic and Cultural Development (OECD) reports; US Agency for International Development (USAID) surveys

	Geographic location
	Urban/rural; large vs. small city
	Census data; World Bank reports


It is important that the quantitative benefits be assessed based on the priorities of the NIH. For instance, under this methodology, a technology that is applicable to only a small subset of the population will have lower public health benefits than one that is applicable to a larger number of individuals. Certain diseases that predominantly affect racial minority groups may be of great importance to NIH’s overall mission; therefore, measurement of public health impacts will be analyzed and presented in a manner to reflect NIH priorities. We recommend that both the individual-level benefits and the public health impact measurement be provided to allow for a comprehensive presentation of the technology impacts. Another useful metric to include is the proportion of eligible population that can benefit from the technology.

A static assessment of population level benefits described above does not take into account the realities of technology diffusion or adoption and the challenges of translating research into practice. Several factors impact adoption including cost/reimbursement, training requirements, availability of necessary infrastructure, risk/benefit profile of the technology and availability of comparative treatment. Computerized models can be used to automate the process and identify burden of disease (population, prevalence, incidence etc. by age, race and sex) assess factors that impact adoption/effectiveness and the magnitude of the impact. The model building strategy would be based on simple models including the Bass model and other mixed influence models (Bass, 1969 XE "Bass, 1969" ; Mansfield, 1961 XE "Mansfield, 1961" ; Rogers, 1995 XE "Rogers, 1995" ; Teplensky et al., 1995 XE "Teplensky et al., 1995" ). Although building such a model is beyond the scope of the current project, such a model would be ideal to assess the public health benefits of products made using NIH technologies and provide credible estimation of the benefits.

Steps for Performing Technology Assessment

There are several critical steps that need to be followed in chronological order in order to perform a systematic assessment (Ruegg, 2003 XE "Ruegg, 2003" ; Goodman, 1998 XE "Goodman, 1998" ; Tassey 1997 XE "Tassey 1997" ). 
Step 1: Identify assessment topics, purpose and intended audiences 

Step 2: Specify assessment issues, formulate questions and hypotheses 

Step 3: Determine appropriate methods based on available resources, time requirements, and appropriate level of effort 

Step 4: Decide on appropriate data source based on stage of technology

Step 5: Identify gold standard or appropriate comparator for technology 

Step 6: Gather information from primary or secondary data source

Step 7: Tabulate and analyze results

Step 8: Disseminate findings and obtain feedback

The objective of this project is to evaluate and identify methods, metrics and tools to assess the effectiveness of products made using NIH technologies. Based on the research performed in this project, steps 1 to 4 will be predetermined with specific pathways related to the type of technology to be assessed. In addition, if standard data mining tools and procedures are developed and documented, then steps 5 through 8 can also be automated or at least standardized to a large extent. For example, prespecified reports on metrics can be generated.

SECTION 6
REVIEW OF DATA SOURCES
Based on the review of the literature, we identified the following tools and data sources to quantify the measures and metrics for research tools and commercialized products.

Primary Data Sources

· Expert interviews and focus groups

· Questionnaires

· Clinical trial

Secondary Data Sources 

· Systematic review of the literature
· Secondary databases (patent database, claims data, surveys, longitudinal cohort studies) 

· Surveillance systems

· Medical record abstraction
Except for surveillance systems, existing models and medical record abstractions, all other data sources are applicable to research tools and commercialized technologies with clinical application. We provide a description of each data collection tool and a summary of the advantages and disadvantages.

6.1
Primary Data Collection

Interviews/Focus Groups

Description: Focus groups primarily draw on respondents’ attitudes, feelings, beliefs, experiences, and reactions in a way that would not be feasible using other methods, such as observation, one-to-one interviewing, or questionnaire surveys (Morgan et al., 1993 XE "Morgan et al., 1993" ). These attitudes, feelings, and beliefs may be partially independent of a group or its social setting, but they are more likely to be revealed via the social gathering and the interaction that a focus group entails. Compared with individual interviews, which aim to obtain individual attitudes, beliefs and feelings, focus groups elicit a multiplicity of views and emotional processes within a group context. The individual interview is easier for the researcher to control than a focus group in which participants may take the initiative. Compared with observation, a focus group enables the researcher to gain a larger amount of information in a shorter period (Gibbs, 1997 XE "Gibbs, 1997" ). Observational methods tend to depend on waiting for things to happen, whereas the researcher follows an interview guide in a focus group. 

Advantages:
1) Focus groups allow for easily gained insight into people’s shared understandings of everyday life and the ways in which individuals are influenced by others in a group situation. 

2) Interaction between participants highlights their views of the world, the language they use about an issue, and their values and beliefs about a situation. 

3) Focus groups can be empowering for participants because they are given opportunities to directly influence researchers, management, etc. 

Disadvantages:
1) Because participants are working within a group rather than individually, it may be difficult for a researcher to clearly identify any individual message.

2) Focus groups, while providing valuable insights for researchers, are difficult to administer and require large time commitments from all involved.

3) The moderator plays a key role in the success or failure of a focus group. Good levels of group leadership and interpersonal skill are required to moderate a group successfully. If these elements are lacking, then the effectiveness of the focus group may suffer.

4) Focus groups can inhibit participation, especially if there is one dominant voice among the participants.

Appropriate Use:  Focus groups can be used at the preliminary or exploratory stages of a study (Kreuger, 1988 XE "Kreuger, 1988" ); during a study, perhaps to evaluate or develop a particular program of activities (Race, et al., 1994 XE "Race, et al., 1994" ); or after a program has been completed to assess its impact or to generate further avenues of research. They can be used either as a method in their own right or as a complement to other methods, especially for triangulation and checking validity.
Surveys/Questionnaires

Description: Survey research methods are widely used to gather and analyze public opinion on business, political, and social issues. Government agencies, academic institutions, and business organizations often conduct survey research when there is a need for information, especially where strong data are not already available. Survey research can be conducted via in-person interviews, telephone interviews, mailings, or the Internet. Optimal survey research methods can minimize costs and sampling error while maximizing response and cooperation rates (ASA, 1997 XE "ASA, 1997" ).

Advantages:
· Mail surveys

1) Mail surveys are cost-effective, requiring only small amounts of human capital beyond the postage costs.

2) People tend to provide more honest answers when not interviewed in-person or by telephone.

· Web-based surveys

1) Web-based surveys are very inexpensive and have the potential to reach a wide audience easily. 

2) Online surveys are easy for respondents to complete and produce data in a digital form that simplifies the analysis.

· Telephone surveys

1) Data can be collected from a geographically dispersed group (Thomas, 1997 XE "Thomas, 1997" ).

2) Computer-assisted personal interviewing (CAPI) is becoming more common and offers a low marginal cost, decreasing with increasing sample size, while attaining improved data quality. 

Disadvantages:
· Mail surveys
1) Mail surveys are time consuming and tend to have lower response rates as well as coverage errors.

2) A poor physical appearance of the survey can make recipients less likely to fill out the survey, and poorly worded questions may inhibit accurate and complete responses.

· Web-based surveys
1) A certain level of technical expertise is required to design and administer a Web-based survey (Clementz, 2002 XE "Clementz, 2002" ).

2) Online surveys may create a systematic bias by excluding respondents who do not have access to, or are uncomfortable with, Internet technologies.

· Telephone surveys
1) Response rates tend to decrease when potential respondents are approached “cold” over the telephone.
2) CAPI raises questions about consistency and logic of answers that are difficult to assess using computers. There is also a concern that appropriate questions may not be asked and that some questions may be overlooked when using CAPI for survey research (Sainsbury, 1997 XE "Sainsbury, 1997" ).

Appropriate Use: Conducting a survey is often a useful way to find something out, especially when human factors are under investigation. Although surveys often investigate subjective issues, a well-designed survey should produce quantitative, rather than qualitative, results. That is, the results should be expressed numerically and be capable of rigorous analysis. In general, surveys should be used to develop meaningful statistics and not to show a predetermined result. Questionnaire-guided interviews can be developed with either closed- or open-ended questions that accurately capture the attitudes, needs, and preferences of a representative sample of individuals (ASA, 1997 XE "ASA, 1997" ). Examples of surveys used to collect data are provided in the appendices. Appendix A provides an example of an interview guide to assess technology adoption. Appendix B contains a detailed Web-based questionnaire on adoption barriers and processes. Appendix C comprises a questionnaire used to collect clinical endpoints and resource use information for an early-stage technology assessment. Additionally, Appendix D provides a step-by-step approach for developing and administering surveys.

Clinical Trials 

Description: Clinical trials, at least prior to product launch, are conducted to obtain regulatory clearance to market the product. They tend to be randomized controlled trials, but other studies, including prospective cohort or case studies, can be performed.

Advantages:

1) Randomized controlled trials can ensure the elimination of selection bias and therefore obtain potentially high-quality results. 

2) Because this is a prospective study, patient-related outcomes can be gathered via relevant questionnaires.

Disadvantages:

1) Clinical trials can take a long time to accrue patients and complete all follow-up and data analysis.

2) The pool of patients enrolled in clinical trials can be highly selective, which can skew the results. Also, these results may not be generalizable to the general population.

Appropriate Use: The data from clinical trials are often the only type of data available at product launch. NIH can work with licensees to provide input into the clinical trial process to incorporate specific metrics that to be measured. Because these trials need to be conducted for regulatory clearance, they are a low-cost method for obtaining tailored data and clinical endpoints.

6.2
Secondary Data Analysis

Systematic Review of the Literature (Peer-Reviewed and Gray Literature)

Description: Systematic reviews help researchers to summarize existing data, refine hypotheses, estimate sample size, and define future research agendas (Thompson, 2004 XE "Thompson, 2004" ). A meta-analysis is a systematic, quantitative review of a subject. Using very explicit procedures, the analyst reviews the existing studies of a subject and reanalyzes results from a common concern or area of practice in order to arrive at a more robust and comprehensive result. Three features distinguish this method from a traditional narrative literature review: (1) a formal and comprehensive search for relevant data; (2) the explicit, objective criteria for selecting studies to be included; and (3) the quantitative statistical analysis of the selected studies’ results. Combining the results of several studies together in a meta-analysis is justifiable because all the component studies provide results that address the same research question. Several issues exist regarding the appropriateness and methodological rigor of meta-analyses: Should the surveys be combined? How does one account for publication bias? How should the meta-analysis be conducted? Meta-analysts vary in the way they address these questions. Despite continuing discussion of these issues, the general technique is now well-established and its applications continue to expand (OTA, 1995 XE "OTA, 1995" ).

Advantages:
1) The information obtained from each article is synthesized is a way that may produce a much stronger conclusion than any of the separate articles can provide.

2) Quantitative synthesis of groups of similar data yields an increase in power; that is, the ability to detect significant differences between treatment and control groups. The larger the sample size of patients (or other subjects) assumed to be drawn from a common distribution, the more likely that a certain effect will be detected as statistically significant.

3) It is easier to detect contradictions or discrepancies among groups of studies. 

Disadvantages:
1) Concern exists over the appropriateness of combining studies. 

2) Results from unpublished studies can be different from those of published studies. Thus, not including results from unpublished studies can lead to bias. 

3) Across clinical trials, there may exist unpublished negative (or zero-effect) trials that are not available for pooling, thus biasing the sample of trials that are available for synthesis. 

Appropriate Use: Meta-analysis can be performed to assess research questions when there is an adequate body of literature in the area of interest. Therefore, this is generally performed well after launch of a product. This analysis is useful in performing subpopulation assessment of impacts by pooling data across studies. A variety of search engines and databases are available to perform a search of the peer-reviewed literature. These are summarized in 
Table 11. 
Analysis of Databases (Patent Databases, Claims Data, Surveys, and Longitudinal Cohorts)

Description: Secondary data analysis involves the use of existing data collected for a prior study or investigation. Because there may be limited opportunities to conduct primary research and high costs can impede the collection of qualitative and quantitative data, researchers can benefit from the analysis of already existing datasets. Data can come from registries (a list of patients, usually with limited clinical and demographic descriptors about each patient) or databases (with more detailed and comprehensive data about each patient). Other data sources could include patent database, citation indexes, and utilization data.

Secondary data can allow for quick analysis requiring a low level of resources and also in-depth analysis that requires a high level of resources. Low-intensity analyses are usually those relating to utilization calculations, disease-level mortality and discharge- level outcomes (e.g., hospital mortality, length of stay). Analyses that require the linking of patient-level data generally need extensive resources. Examples of such analyses are long-term mortality assessments and product-specific outcomes analysis.

Advantages:
1) Analyzing secondary data is cheaper and more time efficient. The advent of software to aid the coding, retrieval, and analysis of existing data has made secondary analysis easier as well.

2) Working with longitudinal data can be very useful. Longitudinal data enable the analysis of duration, permit the measurement of differences or change in a variable from one period to another, and can be used to locate the causes of social phenomena and sleeper effects.

Disadvantages:
1) If the data provided are not clean, then this will affect any secondary analyses conducted with the data (Crawford, 1997 XE "Crawford, 1997" ). Often, there is no mechanism to verify data quality.
2) Propriety data sources can be expensive.

3) Analysis of large data sources requires substantial programming and analytic skills. 

Appropriate Use: There are four key issues regarding the appropriate use of secondary analysis (Heaton, 1998 XE "Heaton, 1998" ). The first is compatibility: Are the data amenable to secondary analysis?  Second, what is the role of the secondary analyst relative to the original research team? Third, proper reporting is an important part of the study design; therefore, methods and issues involved need to be reported in full. Finally, attention needs to be paid to ethical issues. A wide variety of databases are available for analysis and those appropriate for assessing intermediate and final health outcomes of products made using NIH technologies are indicated in Table 12. Additional details on secondary health care databases are provided in Section 6.4.

Table 11. Sources and Search Engines for Performing Systematic Review of the Literature

	Sources
	Producer
	Content/Source
	Available Free?
	Coverage Dates
	Updating
	Website

	Medline
	The National Library of Medicine (NLM), located at the National Institutes of Health (NIH).
	A bibliographic database covering the fields of medicine, nursing, dentistry, veterinary medicine, the health care system, and the preclinical sciences. 
	Yes
	1965 - present
	Daily
	http://www.ncbi.nih.gov/entrez/query.fcgi

	Cochrane Reviews
	The Cochrane Collaboration, an international non-profit and independent organization based in the UK.
	Contains protocols and reviews of healthcare interventions, prepared and maintained by Collaborative Review Groups. It includes a Comments and Criticisms System to enable users to help improve the quality of Cochrane Reviews.
	No
	1988 - present
	Quarterly
	http://www.cochrane.org/reviews

	Psychlit
	American Psychological Association
	An abstract (not full-text) and index database of psychological literature and other research in the behavioral sciences. 
	No
	1887 -  present
	Weekly
	http://www.apa.org/psycinfo

	Econlit
	American Economic Association
	A bibliography of international economics literature, containing abstracts, indexing, and links to full-text articles in economics journals. Abstracts books and indexes articles in books, working papers series, and dissertations.
	No
	1969 – present
	Monthly
	http://www.econlit.org

	DARE
	Part of the Cochrane library, DARE is assembled and maintained by the Centre for Reviews and Dissemination in  York, UK.
	The Database of Abstracts of Reviews of Effects contains critical assessments and structured abstracts of other systematic reviews, conforming to explicit quality criteria.
	No
	1988 - present
	Quarterly
	http://www.cochrane.org

	AHRQ Clearing-house
	The Clearinghouse is sponsored by the Agency for Healthcare Research and Quality (AHRQ), U.S. Department of Health and Human Services. 
	A database and Web site for information on specific evidence-based clinical practice guidelines and related documents. Data on each of the guidelines represented in NGC is captured in several ways (for example, structured abstract and guideline comparisons). There is also a sister site, the National Quality Measures  Clearinghouse. 
	Yes
	1997 – present
	Weekly
	http://www.guideline.gov

	Cancerlit
	National Cancer Institute, US National Institutes of Health
	CANCERLIT (Cancer Literature Online) is a bibliographic database covering biomedical and other aspects of cancer literature. Records contain bibliographic information, abstracts, controlled  terms, chemical names, and CAS Registry Numbers. 
	Yes
	1963 – present
	Monthly
	http://www.cancer.gov/search/cancer_literature


Table 12. Examples of Databases RTI Staff Have Expertise in Acquiring and Analyzing
United States  

	Disease-Specific Data Sources
	Administrative/Market Share Data
	Surveys/Other Data Sources

	HIV/AIDS 

(
AIDS Surveillance System

(
HIV Counseling & Testing Data

(
National HIV Seroprevalence Surveys 
(
HIV Cost and Utilization Survey

Cancer

(
Surveillance, Epidemiology and End Results (SEER)

(
SEER-Medicare database

(
Linked cancer registry & Medicaid claims

(
Cancer supplement of the 2000 NHIS
	Health Care Claims Data Sources

(
Healthcare Cost and Utilization Project (HCUP)

(
Medicaid Claims Data

(
Medicare Claims Data

(
MEDSTAT MarketScan Database

(  Blue Cross/Blue Shield

(
Analytic Sciences, Inc. (formerly Protocare Sciences) private payer claims 

(
Pharmetrics

Market Share/Product Sales Data

(
SCANTRACK Market Planner

(
IMS databases
	(
Behavioral Risk Factor Surveillance System (BRFSS)

(
Birth Defects Monitoring System Population Survey 

(
Medicare Current Beneficiary Survey (MCBS)

(
Mortality Followback Study

(
National Death Index (NDI)

(
National Ambulatory Care Survey

(
National Health Interview Surveys

(
National Health & Nutrition Examination Surveys

(
U.S. Vital Statistics

(
Medical Expenditure Panel Survey (MEPS) 


International

	Canada
	United Kingdom
	Other

	(
Manitoba Health Research Database

(
Nova Scotia-linked hospital databases

(
Regic de l'assurance maladie du Quebec - RAMQ

(
Saskatchewan Health

(
National Population Health Survey - NPHS

(
Ontario Health Survey – Mental Health Supplement

(
Population Health Information System - POPULIS


	(
Doctors Independent Network (DIN)

(
General Household Survey

(
General Practice Research Database (GPRD)

(
Islington community study

(
MediPlus – IMS Health

(
Medicines Monitoring database – Scotland (MEMO)

(
Prescribing Analysis and Cost Data – PACT

(
DEPRES 1 and 2 (study group): Depression Research in European Society

(
OPCS Survey of psychiatric morbidity in Great Britain 
	(  Austria – MedPlus

(
Austria – Special Health Survey

(
Belgium - Medidoc

(
Belgium – Panel Study of Belgian Households

(
Czech Republic – Survey of Treated Morbidity, etc.


Surveillance Systems

Description: Surveillance is the continuing scrutiny of the occurrence, spread, and course of a disease for aspects that may be pertinent to its effective control. Surveillance was widely used by health departments in the nineteenth century, but modern nationwide surveillance was strengthened substantially some 30 years ago when the CDC began efforts to monitor and control outbreaks of infectious disease. Included in disease surveillance are the systematic collection and evaluation of a broad range of epidemiological data, such as (1) morbidity and mortality reports; (2) results of special field investigations; (3) laboratory reports; and (4) data concerning the availability, use, and untoward effects of a variety of substances and devices used in disease control, such as vaccines, drugs, and surgical procedures. 

Advantages:
1) Skilled staff can institute surveillance on a routine basis relatively quickly, and surveillance can provide data useful for technology assessment from diverse geographical areas and over long periods.

2) Passive surveillance systems usually provide information at little cost.

Disadvantages:
1) Surveillance data are often incomplete, but can be used to evaluate disease trends if the manner of data collection is consistent and variations in the completeness of reporting are small. When the reporting fraction varies over time, conclusions drawn from reported trends can be erroneous (OTA, 1995 XE "OTA, 1995" ). 

2) Passive surveillance can be neither timely nor accurate and may have problems of underreporting and ascertainment bias. 

Appropriate Use: Evaluation of technologies such as vaccines has always relied considerably on surveillance methods. Even when the technique is evaluated independently, as by a randomized controlled trial, surveillance provides for continued assessment of the vaccine and the disease it prevents. Surveillance plays an important role in supplementing clinical studies of rare events that may not be observed in studies with modest sample sizes. Postmarket surveillance increases the probability of detecting rare but important adverse reactions that premarketing trials might not catch. Assessment of a vaccine, drug, or device requires data on frequency of use, characteristics of persons treated, frequency and types of persons treated, frequency and types of adverse sequelae, etc.; all of which are amenable to collection by surveillance methods. Furthermore, surveillance can provide data useful for decision analysis, including cost-benefit and cost-effectiveness analysis. 

Medical Record Abstraction

Description: Every time a patient receives health care, a record is maintained of the observations, medical or surgical interventions, and treatment outcomes. This record includes information that the patient provides concerning his or her symptoms and medical history, the results of examinations, reports of x-rays and laboratory tests, diagnoses, and treatment plans (DOL, 2004 XE "DOL, 2004" ). Researchers can then access this information to perform analyses.

Advantages:
1) Generally, medical records are accepted as the most accurate source of information available outside of clinical trials (Clegg, 2001 XE "Clegg, 2001" ).

2) Medical records contain a range of information, such as hospital admissions, the use of laboratory or imaging tests, other ancillary services (e.g., electrocardiograms, Foley catheters, and respiratory or physical therapy), any consultations by specialists, and the days spent in a special care unit. 

Disadvantages:
1) Those abstracting data from medical records need to be trained to understand the records. 

2) Both abstractors and the data need to be masked (i.e., blinded) in order to preserve confidentiality and reduce risk of biases (Reisch, 2003 XE "Reisch, 2003" ).

3) The costs associated with abstracting medical records are generally high.

4) Chart reviews can be problematic where the record keeping is below standard or where the records are kept in different locations. 

5) Problems also arise when test results are not recorded in the medical record until weeks after the tests have been performed and the orders do not document the submission of samples for testing. 

6) Abstractors face other difficulties if they must use records at more than one place and the organization of the records varies from site to site.

7) In general, medical records do not provide data on direct nonmedical resources or on the resources used to estimate indirect costs. The records may also fail to document such direct medical costs as nonprescription drugs taken at patients’ homes (OTA, 1995 XE "OTA, 1995" ).

Appropriate Use: Medical records abstraction can provide valuable information because tailored data-collection forms can be developed. Although details are provided on a specific event, there is no valid method to perform long-term follow-up using only medical charts. Therefore, these assessments should be limited to assessing short-term outcomes, for example, during the course of a hospitalization. 

6.3
Comparison of Data Sources

Table 13 provides a comparative assessment of the available data sources. The methods identified were critically assessed based on the following criteria:

Table 13. Comparison of Available Data Sources

	Data Source
	Type of Data
	Stage of Technologies
	Quality 
of Data
	Ease of Use1
	Affordability
	Overall Rating3

	
	Qualitative
	Quantitative
	Preclinical
	Emerging
	Established
	
	
	
	

	Expert interviews and focus groups
	√
	
	√
	√
	√
	L-M
	H
	M-H
	M-H

	Questionnaires or surveys2
	√
	√
	√
	√
	√
	M
	H
	M-H
	M-H


	Clinical trial
	
	√
	
	√4
	√
	H
	M
	L
	M

	Systematic reviews
	√
	√
	
	
	√
	M-H
	M
	M
	M-H

	Secondary databases – quick analysis
	
	√
	
	
	√
	M
	H
	M-H
	M-H

	Secondary databases – 
in-depth analysis
	
	√
	
	
	√
	M
	M
	M
	M

	Surveillance systems
	
	√
	
	√4
	√
	M-H
	M
	M
	M

	Medical record abstraction
	
	√
	
	√4
	√
	M
	L-M
	L
	L-M


SOURCE:  RTI internal assessment of data sources based on literature review 

1 Expertise, training required and ability to standardize

2 Assumed survey of a small group of experts

3 A composite measure of quality of data, ease of use, and affordability 

4 Limited information will be available at product launch, but generally none of these data sources will be available prior to launch.
L = Low; M=Medium; H=High

· Data Quality—captures the extent to which the data source provides reliable information on health impacts.

· Ease of Use—summarizes the expertise and training required to carry out the method. It also evaluates the ability to standardize the method for repeated assessments. Therefore, when ease of use if high (H), the method is easy to use and to automate.

· Affordability—assesses whether the method can be accomplished on a limited budget. The resources required are also inherently included because the longer the time to complete the assessment, generally the more resources are required. Therefore, a ranking of high (H) indicates that the method is generally affordable or low cost. 

· Overall Rating—this is a composite measure of quality of data, ease of use, and affordability. 

Simple secondary database analysis, expert interviews, and surveys receive the highest overall ratings for assessing products made using NIH technologies. These data-collection tools, will likely provide the most cost-effective approaches to gathering the data required. However, the availability of information at each stage of the assessment will dictate the type of data source that can be used, and often multiple data sources will be required. Clinical trials, specifically randomized clinical trials, provide the highest-quality information to assess the benefits of the technologies; therefore, whenever possible, data from clinical trials should be gathered at least for selected key technologies.

6.4 Detailed Review of Health Care Secondary Databases 
This section provides a detailed summary of secondary databases, which may include sales data, administrative databases (billing information), national surveys, and registry data. 
6.4.1
Review of Databases

The available data can be summarized into three groups: data that provide utilization and sales information, data that can be used for cross-sectional analysis only, and data that allow for longitudinal analysis where patient-level data is linked over several years. Table 14 provides a review of available databases. Greater detail on each of these data sources is provided below.
Table 14. Review of Health Care Secondary Data Sources
	Database
	Description
	Metrics
	Software Requirements
	Cost
	Source

	Summarized Sales or Utilization Information

	IMS
	Summary sales data
	Sales volume; % market share
	PDFreport
	$750 or higher
	IMS

	Medicaid Drug Utilization Summaries
	Summary utilization data
	Medicaid sales volume; Medicaid % market share
	EXCEL table; PDF (Web access)
	Free
	CMS

	PEPSMF
	Summary utilization data 
	Procedure volumes and injectable chemotherapeutic agents based on HCPCS codes
	EXCEL: ACCESS
	Approximately $200
	CMS

	Cross-sectional Analysis

	SEER
	Registry
	Cancer mortality; survival period
	Software provided
	Free
	NCI

	NHDS
	Survey
	In-hospital mortality; Length of stay; use of procedures
	SAS

SUDAAN
	Free
	CDC

	NHAMCS
	Survey
	Procedure use in outpatient and emergency departments
	SAS/SUDAAN
	Free
	CDC

	NAMCS
	Survey
	Drugs prescribed during  physician office visits
	SAS/SUDAAN
	Free
	CDC

	NIS
	Survey
	Immunization coverage rates
	SAS/SUDAAN
	Free
	CDC

	HCUP (inpatient data)
	Administrative data

(AHRQ also has outpatient & emergency department data)
	In-hospital mortality; Length of stay; use of procedures; drug use (outpatient file)
	On-line search

SAS
	Free on Web; nominal fee for CD
	AHRQ

	VAERS
	Surveillance system
	Vaccine adverse events
	On-line search
	Free
	CDC/FDA

	Longitudinal Analysis

	SEER-Medicare
	Registry/Administrative data
	Long-term mortality; resource use; comparative assessment of outcomes of one or more products/drugs. (Note: currently Medicare claims only have selected drugs, generally injectables).
	SAS
	<$10,000
	NCI

	Medicare claims
	Administrative data
	
	SAS
	>$20,000
	CMS

	Medicaid claims (SMRF/MAX)
	Administrative data
	
	SAS
	$4,000 for 1 state per year
	CMS

	Private payer claims

(MEDSTAT, Protocare)
	Administrative data
	
	SAS
	>$50,000
	


IMS Sales Data
Description: IMS Health provides information on sales through off-the-shelf reports and tailored analysis. The off-the-shelf reports are limited to certain therapeutic areas and types of products, and they may not be comprehensive. These reports cost about $750; the tailored reports are more expensive ($1,500 or more). It is important to note that sales figures generally provided in the online reports are based on sales through retail pharmacies only. Retail sales on average represent around 75 to 80 percent of all sales, but this figure can vary vastly depending on the therapeutic area and country. If the product is largely available in hospitals or clinics, a customized study (where a large pool of data from the hospital and clinic setting is obtained) is required to obtain a more accurate estimate. Therefore, the figures obtained from IMS are only estimates and care needs to be taken when interpreting them. IMS reports do provide details on market share. In addition, it is necessary to obtain permission for reuse of any information provided by IMS Health.

Data Elements: The off-the-shelf report on drugs in a therapeutic area provide details on product name, active ingredient, manufacturer, sales volume, market share, and annual percentage growth. The custom report can provide additional detail on specific countries and data for more than one year.
Medicaid Drug Utilization 

Description: The Medicaid Drug Utilization file contains state-by-state information on drug utilization by the Medicaid program. All drugs are identified by National Drug Code (NDC). Drug utilization is reported by individual drug products and includes the number of drug units that were reimbursed by the Medicaid program. The file also contains information on the number of prescriptions filled for each drug. No pricing data are included.

Data Elements: Summary of drugs used in the Medicaid program classified by NDC codes.

Physician/Supplier Procedure Summary Master File (PSPSMF)

Description: PSPSMF is a 100 percent summary of all Part B Carrier and Supplier Claims processed through the Common Working File and stored in the National Claims History Repository. This file contains summarized information on all procedures performed in the Medicare population.

Data Elements: The file is arrayed by carrier, pricing locality, HCPCS, modifier 1, modifier 2, specialty, type of service, and place of service. The summarized fields are total submitted services and charges, total allowed services and charges, total denied services and charges, and total payment amounts. This file contains information on procedures and injectable chemotherapeutic agents.

The Surveillance, Epidemiology, and End Results (SEER) Program 
Description: The SEER Program collects cancer incidence and survival data from 14 population-based cancer registries and 3 supplemental registries. The SEER database covers approximately 26 percent of the U.S. population. Information on more than 3 million in situ and invasive cancer cases is included in the SEER database, and approximately 170,000 new cases are added each year within the SEER coverage areas. The SEER Program is the only comprehensive source of population-based information in the United States. The data do not provide information on products and therefore are only useful to study disease-level incidence and mortality changes. Thus, the SEER data analysis will be most informative when assessing a product that is first to market or the only treatment for a particular cancer.
The SEER database can be obtained from the National Cancer Institute (NCI) by signing a Data Use Agreement. The software that accompanies the data allows the analyst to query the data and run several types of analysis, including simple incidence and mortality rates and more complex analysis, such as survival curves. Using this software requires training and expertise in data manipulation. Quick queries can be run in a few minutes once an individual has basic knowledge of the system. We did consider performing an overall disease mortality-level analysis for Fludara, but this analysis would not have been informative about the effectiveness of this product because it is not the only drug in its class. In addition, reports from NCI and the American Cancer Society provide information on overall mortality rates for cancers and a SEER data analysis in not necessary.

Data Elements: The SEER database includes data on patient demographics, primary tumor site, morphology, stage at diagnosis, first course of treatment, follow-up for vital status, and survival rates within each stage. The SEER Program is the only comprehensive source of population-based information in the United States that includes stage of cancer at the time of diagnosis and survival rates within each stage. The mortality data reported by SEER are provided by the National Center for Health Statistics (NCHS).

National Hospital Discharge Survey (NHDS) 

Description: NHDS, conducted by CDC, captures information on the characteristics of inpatients discharged from non-federal short-stay hospitals in the United States. NHDS has been conducted annually since 1965. Each year, NHDS collects data from a sample of approximately 270,000 inpatient records acquired from a national sample of about 500 hospitals. Only hospitals with an average length of stay of fewer than 30 days for all patients, general hospitals, or children’s general hospitals are included in the survey. Federal, military, and Department of Veterans Affairs hospitals, as well as hospital units of institutions (such as prison hospitals), and hospitals with fewer than six beds staffed for patient use, are excluded.

Since 1985, the data have come from two sources. Hospital staff manually transcribe hospital records to abstract forms, and the NCHS also purchases automated, machine-readable medical record data from commercial organizations, state data systems, hospitals, or hospital associations. Since 1979, the International Classification of Diseases, 9th Revision, Clinical Modification (ICD-9-CM) has been used for classifying diagnoses and procedures in NHDS. The 1979–2002 NHDS Multi-Year Public Use Data File contains 5.4 million observations on non-newborns. NHDS data are available annually.

Data Elements: NHDS contains outcome measures, such as whether the person died in the hospital, whether the person was discharged to a long-term care institution (as opposed to discharged home), and the length of stay. It also contains data that can be used to control for such factors as age, sex, race, ethnicity, marital status, diagnoses (up to seven) and procedures, region, number of beds, hospital ownership, and expected sources of payment.

National Hospital Ambulatory Medical Care Survey (NHAMCS)

Description: NHAMCS, conducted by CDC, is designed to collect data on the utilization and provision of ambulatory care services in hospital emergency and outpatient departments. Findings are based on a national sample of visits to the emergency departments and outpatient departments of noninstitutional general and short-stay hospitals, exclusive of federal, military, and Veterans Administration hospitals, located in the 50 States and the District of Columbia. The survey uses a four-stage probability design with samples of geographically defined areas, hospitals within these areas, clinics within hospitals, and patient visits within clinics. Annual data collection began in 1992.

Data Elements: NHAMCS includes data on demographic characteristics of patients, expected source(s) of payment, patients’ complaints, physicians’ diagnoses, diagnostic/screening services, procedures, medication therapy, disposition, types of health care professionals seen, causes of injury where applicable, and certain characteristics of the hospital, such as type of ownership.

National Ambulatory Medical Care Survey (NAMCS) 

Description: NAMCS, conducted by CDC, is a national survey designed to meet the need for objective, reliable information about the provision and use of ambulatory medical care services in the United States. Findings are based on a sample of visits to nonfederally employed office-based physicians who are primarily engaged in direct patient care. Physicians in the specialties of anesthesiology, pathology, and radiology are excluded from the survey. The survey was conducted annually from 1973 to 1981, in 1985, and annually since 1989.

For survey years 1973–1991, there are two data files: one for patient visit data and a second for drug mention data. The second file is limited to visits with mention of medication therapy. For the 1991 data, it is possible to link information on the drug file with information on the patient visit file. Beginning with the 1992 survey year, only one data file is produced annually that contains both patient visit and drug information.

Data Elements: Data are obtained on patients’ symptoms, physicians’ diagnoses, and medications ordered or provided. The survey also provides statistics on the demographic characteristics of patients and services provided, including information on diagnostic procedures, patient management, and planned future treatment. 

National Immunization Survey (NIS)
Description: NIS is sponsored by the National Immunization Program (NIP) and conducted jointly by NIP and CDC’s NCHS. NIS is a list-assisted random-digit-dialing telephone survey followed by a mailed survey to children’s immunization providers that began data collection in April 1994 to monitor childhood immunization coverage.

The target population for NIS is children between the ages of 19 and 35 months living in the United States at the time of the interview. NIS data are used to produce timely estimates of vaccination coverage rates for all childhood vaccinations recommended by the Advisory Committee on Immunization Practices (ACIP). National estimates are produced for each of 78 Immunization Action Plan (IAP) areas, consisting of the 50 States, the District of Columbia, and 27 large urban areas. 
Data Elements: The official estimates of vaccination coverage rates from NIS are rates of being up-to-date with respect to the ACIP recommended numbers of doses of vaccines. Vaccinations included in the survey are diphtheria and tetanus toxoids and acellular pertussis vaccine (DTaP), poliovirus vaccine (polio), measles-containing vaccine (MCV), Haemophilus influenzae type b vaccine (Hib), hepatitis B vaccine (Hep B), varicella zoster vaccine, pneumococcal conjugate vaccine (PCV), hepatitis A vaccine (Hep A), and influenza vaccine (FLU). 

Healthcare Cost and Utilization Project (HCUP) 

Description: HCUP is a family of health care databases and related software tools and products developed through a federal,state, and industry partnership that is sponsored by the Agency for Healthcare Research and Quality (AHRQ). HCUP databases bring together the data collection efforts of state data organizations, hospital associations, private data organizations, and the Federal Government to create a national information resource of patient-level health care data. HCUP includes the largest collection of longitudinal hospital care data in the United States, with all-payer, encounter-level information beginning in 1988. These databases enable research on a broad range of health policy issues, including cost and quality of health services, medical practice patterns, access to health care programs, and outcomes of treatments at the national, state, and local market levels.

HCUP databases provide data beginning in 1988 and contain encounter-level information for all payers compiled in a uniform format with privacy protections in place. The data are derived from several sources: 

· The Nationwide Inpatient Sample (NIS)—inpatient data from a national sample of over 1,000 hospitals.

· State Ambulatory Surgery Databases (SASD)—outpatient tdata from selected states.
· State Emergency Department Databases (SEDD) 
· The Kids’ Inpatient Database (KID)—a nationwide sample of pediatric inpatient discharges.

Data Elements: The data contained in these databases include primary and secondary diagnoses and procedures, admission and discharge status, patient demographics (gender, age, race, median income for ZIP Code), expected payment source, total charges, length of stay, and hospital characteristics (e.g., ownership, size, teaching status). 
Vaccine Adverse Event Reporting System (VAERS)
Description: VAERS is a CDC and FDA cooperative program for vaccine safety. It collects information about adverse events (i.e., possible side effects) that occur after the administration of U.S.-licensed vaccines. This database can be used to track adverse events related to vaccines produced using NIH technologies.

The VAERS database can be queried through a Web-based portal (http://www.medalerts.org/vaersdb XE "http\://www.medalerts.org/vaersdb" ). The online search contains many variables that can be selected, including age, state, type of vaccine, manufacturer, type of adverse event, hospitalizations, emergency room visits, and death. To perform additional analysis of the VAERS data, there is a Microsoft Access database with all of the data (from 1990 to 2004) that can be downloaded from http://www.medalerts.org/vaersdb/access.html. The data are available as a 36 megabyte ZIP file and may take a while to download. Once downloaded, the database expands into a 104-megabyte Access file.

Data Elements: The data covers age, sex, reported symptoms, adverse reactions, patient outcomes (including death, emergency room or doctor visits, hospitalizations, or disability), type and number of vaccines administered, and any coexisting conditions (e.g., medications, illnesses).

SEER- Medicare 

Description: The SEER-Medicare data reflect the linkage of two large population-based sources of data that provide detailed information about elderly persons with cancer. The data come from the SEER program of cancer registries that collect clinical, demographic and cause of death information for persons with cancer and the Medicare claims for covered health care services from the time of a person's Medicare eligibility until death. To link SEER with Medicare data, the registries participating in the SEER program send individual identifiers for all persons in their files. These identifiers are matched with identifiers contained in Medicare's master enrollment file. The linkage was first completed in 1991 and was updated in 1995, 1999, and 2003. For each of the linkages, 93 percent of persons aged 65 and older in the SEER files were matched to the Medicare enrollment file. NCI and the Centers for Medicare and Medicaid Services (CMS) plan to update the SEER-Medicare linkage every 3 years, with Medicare claims for linked cases extracted in the intervening years. The linkage of these two data sources results in a unique population-based source of information that can be used for an array of epidemiological and health services research. 
Data Elements: The current SEER-Medicare linkage, completed in December 2002, includes all Medicare-eligible persons appearing in the SEER data through 1999 and their Medicare claims through 2002. Two cohorts of people are included in the SEER-Medicare data: persons with cancer and a random sample of Medicare beneficiaries who do not have cancer. The “non-cancer” group is drawn from a random 5 percent sample of Medicare beneficiaries residing in the SEER areas. Persons in the 5 percent sample who also appear in the SEER data are removed, leaving a sample of non-cancer cases.

In addition to the data elements drawn from the SEER database (as described in the section above), this database contains information pulled from Medicare enrollment and claims files. This includes data on a beneficiary’s date of birth, date of death (if any), sex, race, state of residence, enrollment in Part A and/or Part B, and enrollment in a Health Maintenance Organization (HMO) by month. Medicare claims (bills) are available only for persons with fee-for-service (FFS) coverage.
Medicare Claims 

Description: CMS provides several data files that include information about claims made to CMS. One such file is the Health Care Information System (HCIS), which contains data about Medicare Part A (Inpatient, SNF, HHA Part A & B, and Hospice) and Medicare Part B (outpatient) based on the type and State of the institutional provider. 
Data Elements: Some data elements include information about the provider, discharges, total claim payment amount, total days covered, total patients, total utilization days, and total visits. 

SMRF/MAX (Medicaid claims)
Description: The Medicaid Analytic eXtract (MAX) data—formerly known as State Medicaid Research Files (SMRFs)—are a set of CMS person-level data files on Medicaid eligibility, service utilization, and payments. The MAX data are extracted from the Medicaid Statistical Information System (MSIS). The MAX development process combines MSIS initial claims, interim claims, voids, and adjustments for a given service into this final action event. Unlike fiscal-based MSIS quarterly files, MAX files are annual calendar-year files. Data Elements: Includes a person summary file, with information about eligibility (annual and monthly), managed care enrollment, and utilization and Medicaid payment by type of service. The Claims file section includes data on the use of inpatient hospitals, long-term care, prescription drugs, and other services. There are also claims for FFS and prepaid managed care (premium payments only). 
MEDSTAT Marketscan Data 

Description: The MarketScan databases capture person-specific clinical utilization, expenditures and enrollment across inpatient, outpatient, prescription drug, and carveout services from approximately 45 large employers, health plans, and government and public organizations. The MarketScan databases link paid claims and encounter data to detailed patient information across sites and types of providers, and over time. The annual medical databases include private-sector health data from approximately 100 payers. Historically, more than 500 million claim records are available in the MarketScan databases. These data represent the medical experience of insured employees and their dependents for active employees, early retirees, COBRA continuees, and Medicare-eligible retirees with employer-provided Medicare Supplemental plans.
Data Elements: MEDSTAT data include outcome measures, such as the person’s medical expenditure, total and by type (outpatient, inpatient, prescription drug) over the course of the year, whether the person died in the hospital, and the length of inpatient hospital stay(s). The data can also be controlled for the following factors: age, sex, employment status, ZIP Code, diagnoses, prescription drug utilization.
PROTOCARE

Description: PharMetrics manages a large, geographically diverse database of integrated claims and enrollment data that represents typical practice in a commercially insured setting. PharMetrics Patient-Centric Database is currently the largest and most geographically diverse, independent source of integrated claims data available (approximately 55 million covered lives from more than 80 health plans). 
Data Elements: The key elements in the Patient-Centric Database are prescription drug use, diagnoses, patient demographics, provider specialty, service dates, enrollment information, medical services, health plan information, market characteristics, burden of illness, patient share by indication, patient behaviors, source of business, and treatment progression. 
6.4.2
Administrative Databases

Because of the details contained in these databases, administrative data offer a potentially ideal data source to quantify key metrics for commercialized products, such as outcomes and resource use, but several factors need to be considered.

First, different types of administrative data will provide varying levels of information. Generally, there are three types of administrative data sets: hospital discharge databases, health care claims data, and claims linked with registry data. Each of these databases is discussed in detail below:

1) 
Hospital discharge database provide a single record per hospital admission or outpatient visits. Generally, this data source is not linkable at the patient level and therefore can provide such information as counts of procedures, average length of stay, and in-hospital mortality. The HCUP database that can be assessed via the AHRQ Web site is a good example of this type of data source. The data in a Web-based query format are of limited use for specific product assessments, as one can only get statistics by ICD-9-CM codes, by CCS category (a clinical grouper that puts ICD-9-CM codes into clinically homogeneous categories), by DRG (diagnosis related groups that are used by many insurers for reimbursement purposes), or by MDC (general groups of DRGs that comprise body systems). Product-specific assessments generally require Healthcare Common Procedural Coding System (HCPCS) codes, which are at a more detailed level. Even these codes may not provide the product-level details necessary. 

2)
Health care claims data allow patient-level records to be linked across years and setting (e.g., inpatient, outpatient, physician office). Therefore, detailed assessment of long-term mortality and resource use is possible. Claims data are not reliable to assess complications and adverse events; therefore, these data need to be derived from the peer-reviewed literature. 

3)
Claims linked with registry data are a rich source of information because clinical data endpoints, such as date of diagnosis and stage of disease, are linked to claims data to allow for longitudinal analysis. An example of such a database is the SEER-Medicare linked data.

Second, product-specific codes (generally HCPCS) are required to perform product-specific assessments using any of these data sources. If such codes are not available, then health care claims analysis is not be possible. When no codes are available, disease-level assessment is possible, which can mirror product-specific analysis if only one product is available in the market.

Third, analyses using patient-level information are generally expensive and require extensive resources. Patient-level analysis is generally more than $50,000 and takes at least 6 months to complete. 

Fourth, one significant drawback of claims data is that no information is available on health-related quality-of-life assessments based on patient reports. When such assessments are critical to assess the impact of a product (e.g., chemotherapy administration), health care claims will not provide a complete picture.

Finally, health care claims databases are often not available for recent years and there is a significant lag time for data to be available for research. In addition, because of the expense and time involved in these analyses, these data analyses should probably be restricted to selected products that require in-depth assessments.

SECTION 7
PILOT TESTS
7.1 
Overview

The objective of this project is to develop and demonstrate a method for estimating the public health benefits of products created using NIH technologies licensed to the private sector. This section examines the pilot tests that were performed to assess the impact of product categories, including drugs/vaccines, diagnostics, medical devices, and research tools. Research tools include a broad range of products from reagents to methods that revolutionize research activities. The impact of products created using NIH technologies was assessed by measuring the net benefits of the final products that incorporate them. The measures analyzed include metrics associated with research advancement and those related to health outcomes. The health outcomes capture the benefit and harm of the prevention, diagnosis, and treatment of diseases. In addition, changes in the utilization of health care resources resulting from the use of the products developed from NIH technology will be assessed. 

In this section, we describe the overall approach to pilot testing, including the criteria for selecting products, identifying data sources, and presenting quantified metrics. The attached appendices contain summaries of the impact for each of the eight technologies and notes from the interviews conducted with NIH-licensing specialists, NIH inventors, and licensee companies. 

7.2 
Criteria for Selecting Pilot Tests

Eight of the over 200 individual technologies identified by NIH were selected for the pilot test. The following criteria were used for selecting technologies for the pilot test: 

· Reflect NIH portfolio (research tools, vaccines, diagnostics, and treatments)

· Include multiple disease areas (cancer, HIV)

· Allow comprehensive use of metrics (research advancement, efficiency enhancement)

· Allow use of multiple data sources (e.g., patent databases, SEER data, literature review)

· Include both new technology and mature technology

The eight technologies selected are listed in Table 15, along with their first- and second-tier framework assignments.

Table 15. Technologies Selected for Pilot Test

	Pilot Test
	Framework Assignment:
1st Tier
	Framework Assignment: 2nd Tier

	Rabbit Anti-Squid Kinesin
	Generic scientific advancement
	Basic research tool

	Human Cytochrome P450
	Drug Development
	Lead Optimization

	Laser Capture Microdissection
	Target Identification
	Target Validation

	CYP450 AmpliChip Microarray
	Clinical Application
	Clinical Screening

	Bacillus Antracis 
	Target Identification
	Target Validation

	Parvovirus
	Clinical Application
	Diagnostic

	Fludara
	Clinical Application
	Treatment

	Twinrex
	Clinical Application
	Vaccine


7.3 
Approach and Process for Performing Pilot Test
Step 1: Perform Background Research

The first step in assessing the impact of NIH technologies was to develop a general understanding of the technology and its primary use or potential area of impact (e.g., specific diseases, areas of disease research, and alternative methods for conducting the same types of research). To accomplish this task, we reviewed the technology portfolio NIH provided at the project’s onset. Most entries provided the name of the licensed manufacturer (in some cases there were multiple manufactures), a brief definition of the technology, and a Web site address to locate the product information sheet.

Building on the initial information provided in the portfolio, we evaluated the documentation found on the manufacturer’s Web site. Reading the product information sheet enabled us to better understand the technologies and their potential uses. Using this information, we categorized the primary uses of each technology using the approved classification framework (i.e., basic research tool or clinical application). We used Internet search engines—such as Google, PubMed, and Medline (discussed in more detail in Section 4)—to clarify or answer initial questions regarding the technical descriptions and terminology of specific technologies. NIH technologies that generally would be classified as research tools proved to be the most difficult set of technologies to characterize. This is because these products had multiple uses and could fall under several categories within the technology framework.
We used the opinions of internal scientists and industry experts to assist in categorizing technologies for which publicly available information was not sufficient to identify a potential research area. Manufacturer’s production information often included citations of seminal papers that describe the potential uses for a technology. A list of key papers reviewed for each of the pilot test technologies is presented in Table 16.
Table 16. Pilot Tests: Papers Consulted
	Pilot Test
	Number of papers consulted
	Citations

	Rabbit Anti-Squid Kinesin Light Chain
	3
	Beushausen S, Kladakis A, Jaffe H. 1993. Kinesin light chains: identification and characterization of a family of proteins from the optic lobe of the squid Loligo pealii. DNA Cell Biol 1993;12:901–910. [PubMed]
Diefenbach RJ, Mackay JP, Armati PJ, Cunningham AL. 1998. The C-terminal region of the stalk domain of ubiquitous human kinesin heavy chain contains the binding site for kinesin light chain.
Biochemistry. 1998 Nov 24;37(47):16663-16670. 
PMID: 9843434 [PubMed - indexed for MEDLINE]

Stenoien DL, Brady ST. 1997. Immunochemical analysis of kinesin light chain function.
Mol Biol Cell. 1997 Apr;8(4):675-689. 
PMID: 9247647 [PubMed – indexed for MEDLINE]

	Human Cytochrome P450
	3


	Ring BJ, Eckstein JA, Gillespie JS, Binkley SN, VandenBranden M, Wrighton SA. 2001. Identification of the human cytochromes p450 responsible for in vitro formation of R- and S-norfluoxetine. J Pharmacol Exp Ther 2001; 297(3):1044-1050

Gao Y, Zhang Q. 1999. Polymorphisms of the GSTM1 and CYP2D6 genes associated with susceptibility to lung cancer in Chinese.

Mutat Res. 1999 Aug 18;444(2):441-449. Erratum in: Mutat Res 2000 Jan

24;464(2):311. 

PMID: 10521684 [PubMed - indexed for MEDLINE]

Arinc E, Arslan S, Adali O. 2005. Differential effects of diabetes on CYP2E1 and CYP2B4 proteins and associated drug metabolizing enzyme activities in rabbit liver.
Arch Toxicol. 2005 May 19; [Epub ahead of print] 
PMID: 15906000 [PubMed - as supplied by publisher]

	Laser Capture Microdissection
	3
	Emmert-Buck, et al., Science 274:998-1001,1996

Bonner, et al., Science 278:1481-1483,1997

Simone NL, Bonner RF, Gillespie JW, Emmert-Buck MR, Liotta LA. 1998. Laser-capture microdissection: opening the microscopic frontier to molecular analysis.
Trends Genet. 1998 Jul;14(7):272-276. Review. 
PMID: 9676529 [PubMed – indexed for MEDLINE]

	CYP450 AmpliChip Microarray
	Roche marketing publication
	Background Information
(No seminal paper)

	Bacillus Anthracis Protective Protein 
	List Labs product information
	http://www.listlabs.com/
Zmuda JF, Zhang L, Richards T, Pham Q, Zukauskas D, Pierre JL, Laird MW, Askins J, Choi GH. 2005. Development of an edema factor-mediated cAMP-induction bioassay for detecting antibody-mediated neutralization of anthrax protective antigen.
J Immunol Methods. 2005 Mar;298(1-2):47-60. 
PMID: 15847796 [PubMed - in process]


(continued)

Table 16. Pilot Tests: Papers Consulted (continued)

	Pilot Test
	Number of papers consulted
	Citations

	Parvovirus
	5
	Gallinella G et al. Occurrence and Clinical Role of Active Parvovirus B19 Infection in Transplant Recipients. Eur J Clin Microbiol Infect Dis. 1999;18:811-813.

Corcoran A, Doyle S. Advances in the biology, diagnosis and host-pathogen interactions of parvovirus B19. J Med Microbiol. 2004 Jun;53(Pt 6):459-75

CDC—Parvovirus Infection (the fifth disease) http://www.cdc.gov/ncidod/diseases/parvovirus/B19.htm

Enders M et al. Fetal morbidity and mortality after acute human parvovirus b19 infection in pregnancy: prospective evaluation of 1018 cases. Obstet Gynecol Surv. 2005 Feb;60(2):83-4.

Murphy J, Jones D. Managing the gravida with parvovirus. Available at http://www.obgmanagement.com/content/obg_featurexml.asp?file=2000/11/obg_1100_00054.xml Accessed on May 20, 2005

	Fludara
	7
	Hematology Disease Site Group – Cancer Care Ontario Canada. Treatment with fludarabine for patients with follicular and other low grade Non-Hodgkin’s Lymphoma and Waldenstrom’s Macroglobulinemia 2001 Nov. 18. Available at .http://www.guideline.gov/summary/summary.aspx?ss=15&doc_id=4982&nbr=3528 Accessed on May 23, 2005.
Fludara Product Information from http://www.fludara.com/FludaraPI.pdf

Fenchel K et al. Clinical experience with fludarabine and its immunosuppressive effects in pretreated chronic lymphocytic leukemias and low-grade lymphomas. Leuk Lymphoma. 1995 Aug;18(5-6):485-492.

Hyde C, Wake B, Bryan S, Barton P, Fry-Smith A, Davenport C, et al. Fludarabine as second-line therapy for B cell chronic lymphocytic leukaemia: a technology assessment. Health Technol Assess 2002;6(2).
Boogaerts MA et al. Activity of oral fludarabine phosphate in previously treated chronic lymphocytic leukemia. J Clin Oncol. 2001 Nov 15;19(22):4252-4258.

Grever MR et al. Fludarabine monophosphate: a potentially useful agent in chronic lymphocytic leukemia. Nouv Rev Fr Hematol. 1988;30(5-6):457-459.

 Zhu Q et al. Fludarabine in comparison to alkylator-based regimen as induction therapy for chronic lymphocytic leukemia: a systematic review and meta-analysis. Leuk Lymphoma. 2004 Nov;45(11):2239-2245.

	Twinrex
	4
	Van Damme et al. Long-term persistence of antibodies induced by vaccination and safety follow-up, with the first combined vaccine against hepatitis A and B in children and adults. J Med Virol. 2001 Sep;65(1):6-13.

Van Damme et al  A review of the efficacy, immunogenicity and tolerability of a combined hepatitis A and B vaccine June 2004, Vol. 3, No. 3, Pages 249-267. 

Prescribing Information. Available at http://us.gsk.com/products/assets/us_twinrix.pdf#search='Twinrix'

Jacobs RJ et a. Cost-effectiveness of hepatitis A-B vaccine versus hepatitis B vaccine for healthcare and public safety workers in the western United States. Infect Control Hosp Epidemiol. 2004 Jul;25(7):563-569.


Specific Steps for Research Tools 

We solicited the opinions of internal scientist Dr. David Kroll to assist in categorizing technologies for which publicly available information was not sufficient to identify a potential area of research. Dr. Kroll is an expert in organic and medicinal chemistry and has extensive experience working in basic science research through several NCI-funded projects related to cancer research. He provided classifications for several research tools he has personal knowledge of and provided basic guidelines to assist in classifying tools for which he was less familiar. For example, research tools that had no known causal link to cellular function, such as monoclonal antibodies, were classified as basic research tools; whereas research tools such as library construction kits and milk expression vector kits were classified as tools used in genomics research and as enabling technologies. If a monoclonal antibody target’s cellular function was known, the research tool was classified in cell signaling or in some stage of drug discovery depending on its function. 
We conducted Internet searches using keywords for topics related to the technology. In most cases, searches using the product name were sufficient to locate a description of how the technology is used. However, in some cases the technology’s name was too generic, which resulted in a broad number of hits describing various aspects of the generic term. For example, if entering Cytochrome P450 as a keyword will result in information regarding what role this family of enzymes plays in the body. However, the analyst may not be able to distinguish what area of medicine and/or research was impacted by the NIH technology.
Methods used to narrow the results of keyword searches include the following:

· Cross-reference product name with NIH (e.g., BacterioMatch Two-Hybrid System Library Construction Kit and NIH).

· Enter as the keyword some fraction of the product name. 

· Enter information derived from product information at manufacturer’s Web site as keyword.

· If available, cross-reference product with a known disease or research topic (e.g., laser capture microdissection and oncology)
Specific Steps for Clinical Applications

The literature search was limited to studies published between 1995 and the present. The key terms used were generally the product name alone or a combination of the product name and the metric to be quantified. For instance, when searching for articles relevant to Fudara, search terms were the following: “Fudara,” “Fudara” and “mortality,” and “Fudara” and “resource use.” Searches were not limited based on date of patent filing or commercialization in order to capture all relevant articles from the past decade, irrespective of the time of publication, about the product development process. To improve the efficiency of the search process, we adhered to the following process:

1) 
Searched for relevant review articles. If a comprehensive review was identified, we used this to guide the selection of key articles to critically explore the relevant metrics. We always performed additional searches for the years not covered by the review manuscript. For instance, if the review only included studies until June 2004, we searched for additional relevant articles from July 2005 to the present.

2)
If supplemental information was required, we initiated a search of selected articles published in the relevant time frame. We did not perform a systematic search of all studies, as the resources required for this effort would have been prohibitive. Table 17 reports the number of studies identified for each type of search. Given the large number of studies identified, we decided to select only a small group of highly relevant articles for full-text review. In addition, although the studies selected supposedly contained relevant information, only a few articles actually did. In addition, because we were able to identify reviews for all three products, we were able to use this summarized information.
Table 17. Results from MEDLINE Search for Clinical Applications

	Product
	
	Overall hits
(using product name)
	Cost
(search limited to product name and cost)
	Mortality
(search limited to product name and mortality)

	Parvovirus B19
	All articles
	1473
	13
	48

	
	Reviews
	225
	4
	6

	Fludara
	All articles
	76
	28
	11

	
	Reviews
	14
	8
	2

	Twinrix
	All articles
	36
	4
	3

	
	Reviews
	4
	1
	1


In addition to the peer-reviewed literature, we also identified relevant publications through searches of the gray literature. One key source of information for commercialized products is the “product insert” or key information provided by the pharmaceutical, biotechnology, or device companies on the safety and effectiveness of their product. This information is usually available on company or product Web sites and provides details on the efficacy and safety profile of the product. Clinical trials performed to study the efficacy and safety of the product are also provided in this document. Other relevant gray literature includes reports, such as technology assessments or guideline recommendations, that can be identified by searching on the same key terms as the Medline search using an Internet search engine (e.g., Yahoo, Google). All searches performed for the pilot tests were simple reviews of relevant literature identified. We typically spent 8 to 16 hours to complete this process for commercialized products.

Step 2: Identify Comparator Products
When the background research had been completed, we used the manuscripts and other studies identified to select the comparator products for the eight pilot test products. In some cases, additional targeted searches were required, but in most cases the reviews and systematic assessment identified in Step 1 (in the case of products with clinical applications) proved to be the most appropriate sources to provide information on comparator products.
Step 3: Review Metrics and Identify Appropriate Secondary Databases

For each product, we consulted the flow charts in Sections 4 and 5 to identify the appropriate metrics. We then reviewed the databases in Section 6 to identify the appropriate data sources to be reviewed. 
Step 4: Develop Interview Questionnaire 
Finally, building on the information developed during the background research step (see Appendix H), we developed one-page questionnaires for each of the eight pilot technologies. The questionnaires included a brief description of the technology, followed by a set of questions aimed at resolving uncertainty and uncovering potential impacts. 
We designed the questionnaires to flush out the variety of potential uses, develop a list of potential spillover uses, catalog what areas of research and health care are impacted, and assess the extent of the impact. Examples of questions include the following: What are the resource savings of this technology in terms of time spent conducting research? and What percentage of the total affected population for a specific disease is likely to receive improvements to quality of life as a result of this technology? 
Step 5: Perform Pilot Test
We implemented the process for obtaining the required data.The questionnaires were used to support the primary data collection interviews with NIH-licensing specialists, principle investigators, and licensing companies. The questionnaires were shared prior to the interviews (which are discussed in the following section). Typically, questionnaires were used as talking points to help guide the interviews. In some instances, however, the individuals being interviewed preferred to fill out and return an electronic version of the questionnaires.

7.4 
Summary of Findings

This section summarizes findings from the pilot tests. The focus of the discussion is on the primary and secondary data sources used and problems encountered while implementing the evaluation approach rather than on the specific metrics for each technology. The pilot study fact sheets are presented in Appendix B.

7.4.1
Experience with Primary Data Collection

The NIH Office of Technology Transfer (OTT) developed a list of appropriate contacts both internally and externally related to each of the eight pilot technologies. The contact lists included a designated OTT licensing specialist (OTTLS), the inventor of the technology, and a number of companies holding licenses for the technology. Following the development of the questionnaire and approval of metrics, we began conducting interviews with three categories of contacts for each pilot technology, including the OTTLS, the inventor, and the licensing manufactures. We expected to obtain the greatest amount of information from the inventor and OTTLS. 

We conducted telephone interviews with NIH licensing specialists, NIH inventors, and companies licensing the technologies. Table 18 provides a list of the interviews conducted and Appendix I contains a summary of each interview. Table 19 contains an overview of the information and metrics obtained. In several instances, the contact did not respond to e‑mails and telephone calls. In other instances, the contact did not have knowledge of the technology of interest. Experience with each type of interview performed is discussed below.

7.4.2
OTT Licensing Specialists 
Initially, we expected that interviews with OTTLSs would confirm or redefine the current understanding of the technology. We also sought to discover any additional technological uses or applications in medicine and research that were not uncovered in the background research. Additionally, we hoped to receive patent numbers and a true count of the number of patents either filed or approved for each pilot technology. 
In practice, the amount of information for each technology provided by OTTLSs  because knowledge of the specific technology and industry varied among OTTLSs. For instance, in the case of bacillus anthracis protective protein, the OTTLS was able to provide examples of alternative research applications, patent numbers relating to the technology not already identified, and a measure of the volume of sales. Conversely, the OTTLS designated to discuss the AmpliChip P450 technology was unable to speak to any of the questions because the original licensing specialist was no longer with NIH. 
Over the course of several OTTLS interviews, we discovered that OTT tracks data on licensed technologies through required submissions from licensee companies. Monitoring Progress Reports include data on sales or volume of units sold and a description of how the technology is used. We attempted to obtain this data, but access was denied because of disclosure agreements between NIH and licensees. While we were unable to use this information for the purposes of the pilot technologies, this type of information is invaluable in developing impact metrics. We recommend pursuing this information in future efforts, as it will aid in measuring impact and scope of use for each technology.

7.4.3
NIH Inventors
Interviews with NIH inventors were initially conceived to be a source for information regarding 

1) the scope of application both in clinical and research areas, 

2) the novelty of the discovery of this technology, 

3) what was the defender technology if the technology was not revolutionary, and 

4) what types of improvements this technology offered in terms of health care outcomes and efficiencies gained in research. 

In most cases, we were able to obtain this information. Inventors identified what they believed was the seminal paper for the specific technology and any additional publications directly related to the founding paper. In many cases, they were also able provide the patent numbers for patents filed by their laboratory or themselves for the technology. As expected, inventors were more intimately aware of the research and potential clinical applications related to the pilot technology. In most cases, the inventor was able to estimate the impact to research areas, efficiency gains in terms of time and money, and the level of adoption or penetration that each technology has had on the research and clinical communities.

7.4.4
Licensee Companies
We expected to supplement the interviews already conducted with the OTTLS and the NIH inventor with a discussion of potential applications and overall acceptance or utilization of the pilot technology. Companies were willing to discuss the use and application of the technology only in broad terms. We were able to develop estimates of the share of adoption, potential uses, and how the technology had been used in the past. We were only able to receive units sold for technologies that were no longer being sold by the licensee company. In all other cases, proprietary information, such as sales data and plans for future development of the technology, was not discussed.

Table 18. Pilot Contacts
	Technology
	Contact Type
	Name
	Status
	Comments

	Rabbit Anti-Squid KLC
	 
	 
	 
	 

	 Number of interviews:

3 attempted; 2 completed
 
	OTT Contact
	Fatima Sayyid
	Complete
	 

	
	Inventor 
	Sven Beushausen
	 
	Left NIH for Pfizer – could not find contact information

	
	Covance Research Products
	Chrisian Fritze
	Complete
	 

	Human CYP450 cDNAs 
	 
	 
	 
	 

	 Number of interviews:

5 attempted; 5 completed
 

 

 

 
	OTT Contact
	Fatima Sayyid
	Complete
	 

	
	Inventor 
	Harry Gelboin
	Complete
	 

	
	Noxygen Science Transfer & Diagnostics
	Bruno Fink
	Complete
	 

	
	Bristol Myers Squibb
	Tiang J. Yang
	Complete
	 

	
	Invitrogen
	John Printen
	Complete
	 

	Laser Capture Microdissection
	 
	 
	 
	 

	 Number of interviews:

3 attempted; 2 completed
	OTT Contact
	Misha Schmilovich
	Complete
	 

	
	Inventor
	Lance Liotta
	Complete
	 

	
	Arcturus
	Bob Schueren
	 
	Out of the country, will be able to talk after April 24


(continued)
Table 18. Pilot Contacts (continued)

	Technology
	Contact Type
	Name
	Status
	Comments

	CYP450 AmpliChip MicroArray
	 
	 
	 
	 

	 Number of interviews:

3 attempted; 2 completed
 

 
	OTT Contact
	Fatima Sayyid
	Complete
	 

	
	Inventor
	Joyce Goldstein
	Complete
	 

	
	Affymetrix
	Curtis Fideler
	 
	Dawn Kerber left company, re-directed, left a message with Maria Sue – no return, second attempt – no success, third attempt – researched the name, found a person that worked on the same team, Curtis Fiedeler – left a message with him: http://www.plantphysiol.org/cgi/content/full/134/3/960

	Bacillus Antracis Protective Protein
	 
	 
	 
	 

	Number of interviews:

6 attempted; 2 completed
	OTT Contact
	Brenda Hefti
	Complete
	 

	
	Inventor
	Stephen Leppla
	Complete
	 

	
	Vical
	C. Wheeler
	 
	Left messages – no response

	 
	BioPort 
	Brian Adams
	 
	Adams promised to forward it to appropriate people, followed up – no response

	 
	Structural Genomix
	Annete North
	 
	Sent a fax, waiting for response

	 
	Merck
	Leslie Koch
	 
	Koch left the company, re-directed several times, left a message with Mary Ann at development – no response

	Papovirus B19
	 
	 
	 
	 

	Number of interviews:

4 attempted, 2 completed
	OTT Contact
	Susan Ano 
	Complete
	 

	
	OTT Contact
	George Keller 
	 
	 Left messages, but no response

	
	Inventor
	Neil Young 
	Complete
	 

	
	Biotrin International
	Cormac Kilty 
	 
	The number provided was not correct 


 (continued)
Table 18. Pilot Contacts (continued)

	Technology
	Contact Type
	Name
	Status
	Comments

	Fludara
	 
	 
	 
	 

	 Number of interviews:
3 attempted, 0 completed
	OTT Contact
	 
	 
	 

	
	NIH Inventor
	Dr. John A. Montgomery 
	 
	Passed away last May

	
	Co-inventor
	Dr. Anita T. Shortnacy 
	 
	When I called the number given for Dr. Montgomery, the woman said Dr. Shortnacy is still working at Southern Research Institute in Birmingham. However, when I called their main number, they did not have a record of this name in their directory. I was transferred to Human Resources, but they were also unable to find information on Dr. Shortnacy.

	
	License Negotiator, Berlex
	Frank Curtis 
	 
	The phone number provided has been disconnected, and I was unable to find any further information on him through the Berlex or Fludara Web sites.


	Twinrex
	 
	 
	 
	 

	 

 Number of interviews:

4 attempted, 3 completed
	OTT Contact
	Susan Ano 
	Complete
	 

	
	OTT Contact
	Percy Pan 
	Could not provide information
	Percy said for confidentiality reasons he could not provide us with the information we requested.

	
	GlaxoSmithKlein
	Barry Gershon
	 
	Spoke to Gershon briefly, but he preferred to see questions and respond via e-mail rather than discussing directly with me. He mentioned that because so much time has elapsed since the development of Twinrex, there might no longer be anyone on staff who knows enough about the product to answer our questions. Still waiting for information from him.

	
	GlaxoSmithKlein 
	Dr. Chris DeBarlo
	 
	Have left messages, but no response yet


Table 19. Information Obtained and Relevant Metrics from Primary Data Collection
	Data Source
	Information Obtained
	Relevant Metric
	Comments

	Licensing Specialist
	· Sales information

· NIH contact person from whom information on sales can be obtained

· Licensing history (date, type of contract, etc.)
	Adoption of technology/ sales dollars


	For several technologies, the licensing specialist was not able to provide information on the technology.

	Inventor
	· Spillovers and positive externalities

· CV to identify key publications
	Outcomes resource use
	It was often difficult to reach the inventor, especially if not currently an NIH employee.

	Company
	· Sales information

· Relevant publications
	Adoption of technology/ sales dollars
	


7.5
Experience with Use of Secondary Data Sources

Secondary data sources were the principal source of information for clinical applications. Table 20 provides an overview of the secondary data sources investigated and identifies information obtained and relevant metrics developed. The remainder of this section provides details on the use of the secondary data sources.
7.5.1
Literature Review and Background Research

Overall, the background research on the eight pilot technologies ultimately achieved its stated goals. We encountered a variety of experiences in researching each of the eight pilot technologies, including finding overwhelming amounts of technical and background information in the case of drugs and clinical applications while only finding limited information on research tools and devices. In the case of less well-documented technologies, such as Rabbit Anti-Squid Kinesin Light Chain, finding additional background information through Internet searches may be costly and lead to limited additional information. 
Specifics on Research Tools. Developing the background research for the research tools included a literature review of relevant publications and documentation of the technology from other sources, which primarily consisted of technical description Web sites. We utilized four searchable scientific databases to identify relevant publications: MEDLINE, Web of Science, Cambridge Abstracts, and PubMed through the ENTREZ cross-database search engine. While the first three databases were helpful in locating publications, we relied primarily on results generated in the PubMed database because of ease of use and consistency of results across different search criteria. We also found the Web of Science database to be an excellent tool for citation analysis, as it includes a search engine of the Science Citation Index (assuming a seminal paper was identified accurately).

Table 20. Secondary Data Sources

	Data Source
	Information Obtained
	Relevant Metric
	Comments

	Literature Review
	· Number of citations

· Evaluation studies
· Comparative products

· Product effectiveness
	Outcomes resource use
	Most useful source of data to obtain quantitative endpoints for the commercialized products.

	Patent Databases
	· Patent citations
	· Self citations by NIH scientist

· Self citations by co- researchers

· Citations by researchers with no part of original patents
	Many intellectual property (IP) research firms exist. However, studies typically exceed $100,000 for individual technologies.

	Utilization Data (IMS Health)


	· Sales information
· Market share
	Adoption of technology– sales dollars; product volume
	Generic reports are available for specific disease areas or product types. They cost about $750. Specialized reports are more expensive ($1,500 or more).

	Health Care Databases
	
	
	

	HCUP
	· Attempted, but no useful information found
	Outcomes resource use
	This database is not detailed enough to provide product-specific information.

	VAERS
	· Attempted, but no useful information found
	Outcomes (adverse events related to vaccines)
	Significant confounding because a person can have more than one vaccine at any given time.

	SEER 
	· Reviewed, but not analyzed 
	Outcomes (mortality)
	Concluded that mortality information at the disease level can be obtained from NCI or ACS reports. Does not contain product-level details.

	Medicaid Claims

SEER-Medicare

Private Payer Claims
	· Given cost and time required, this was not appropriate for the pilot test
	Outcomes resource use
	Analysis of these data could provide information on certain products (e.g., parvovirus B18), but this is expensive ($100 +) and should be limited to key products with potentially high impact that needs to be quantified.


While we consider the literature review performed for the eight pilot studies successful, several obstacles should be noted for future literature reviews on other technologies. These obstacles include interpreting how a technology is utilized and what type of research or medical application it is being applied to, a lack of knowledge of cross-discipline utilization of technology, and the necessary use of generic terminology in search criteria that significantly increased the volume of literature to be sifted through to locate publications related to the specific technology. 
We recommend considering the use of fee-based research services to find additional information related to technologies and their significance, including the patent valuation service provided by PatentValuePredictor.com and LexisNexis Patent rating reports. These patent research services provide life expectancy, valuation, and economic analysis of patents. Fees for these types for services vary widely. PatentValuePredictor.com’s Patent Valuation Service costs $100 per patent request, whereas the LexisNexis Patent Rating Reports service costs $300 per patent request but also includes a patent file history. 
We also identified bibliometric research services that could be employed to evaluate the impact of a specific technology using metrics, such as the count of publications, the number of times papers are cited, and the intellectual linkage of citations to the original publications. However, the cost for this type of study tends to be significant (estimated at $100,000), in large part because of the expert analyses required before conclusions about impact can be made.

Specifics on Clinical Applications. We were able to identify several key studies by reviewing abstracts identified through a MEDLINE search or by reviewing product inserts, which contain information relevant to physicians prescribing the product, such as indications for use, contraindications, summaries of studies performed, and adverse event rates. Although, we identified several relevant studies for each product, we encountered some difficulties, which are summarized below:
1) Multiple studies providing conflicting information make it difficult to summarize the findings. Not all clinical applications had systematic meta-analysis that can be reviewed; in some cases these reviews may be outdated. In meta-analysis, the analyst reviews the existing studies on a subject using very explicit procedures and reanalyzes results from a common concern or area of practice to arrive at a more robust and comprehensive result. Three features distinguish this method from a traditional narrative literature review: (1) a formal and comprehensive search for relevant data; (2) the explicit, objective criteria for selecting studies to be included; and (3) the quantitative statistical analysis of the selected studies’ results. Combining the results of several studies in a meta-analysis is justifiable because all the component studies provide results that address the same research question. Several questions exist regarding the appropriateness and methodological rigor of meta-analyses, including Should the studies be combined? How does one account for publication bias? and How should the meta-analysis be conducted? There is variation among meta-analysts in the way they address these questions. Despite continuing discussion of these issues, the general technique for meta-analysis is now well established and its applications continue to expand (OTA, 1995 XE "OTA, 1995" ).

We did not attempt to perform meta-analysis because this involves significant effort and resources (e.g., $25,000 to $35,000 when a contractor is hired). In the future, such assessments can be conducted, but given the cost they should be limited to key products. 

2) Limited information on health-related quality of life. For some products (e.g., Fludara), much of the incremental benefit is improvement in patient quality of life (e.g., fewer or less severe side effects, increased tolerance). Without information on health-related quality-of-life improvements, these benefits cannot be quantified. Reassessment of the product when additional information is available is one option;  expert opinion is another option.
3) Multiple comparators make it difficult to assess which comparative studies to summarize. When there are numerous comparators and several studies, it is  challenging to identify the most relevant studies to report. Subject-specific experts can be consulted to identify the most relevant comparator(s).
4) Multiple indications (e.g., Fludara) make assessment of outcomes and public health benefits difficult. Having more than one indication complicates the assessment process and there may be deferring benefits/harms related to the specific indications. We recommend performing the public health assessments separately for each indication and then reporting a combined impact when possible.
7.5.2
Literature Review and Citation Analysis

We encountered difficulty in determining if referenced articles were cited because of their technological merit or because of shortcomings. This obstacle as well as other were documented in a recent federal study entitled “Science and Technology Metrics” (Kostoff, 2005 XE "Kostoff, 2005" ). Issues to consider in future analysis include the following: 

Publication counts problems:

a. indicates quantity of output, not quality

b. non-journal methods of communication ignored

c. publication practices vary across fields, journals, employing institutions

d. choice of suitable, inclusive database is problematical

Citation counts problems:
a. intellectual link between citing source and reference article may not always exist

b. incorrect work may be highly cited

c. methodological papers among most highly cited

d. self-citation may artificially inflate citation rates

e. citations most in automated searches due to spelling differences and inconsistencies

f. Science Citation Index (SCI) changes over time

g. similar issues mentioned in relation to publication counts

Determining exactly how a technology is used and in what area it is applied was the primary obstacle in reviewing the literature, particularly in the case of research tools and devices. In many examples, the technology may have been developed originally to address a medical condition or research need, but over time new applications were discovered and pursued in areas of treatment or research not documented in the original or seminal paper. For example, bacillius anthracis protective protein was developed originally in hopes of discovering a possible anthrax vaccine for biodefense initiatives. While this technology contributed to furthering anthrax vaccine research, it did not lead to the development of a viable vaccine. However, knowledge of the protective antigen’s functionality was quickly adopted by cancer drug researchers as a potential delivery mechanism to be incorporated into certain types of cancer treatments. In this case, uncovering the secondary area of use in cancer drug development was well documented and quickly identified. We believe that this phenomenon is occurring most frequently in regard to technologies classified as basic research tools, enabling technologies that may be lacking extensive documentation of secondary applications. 
As a result, we recommend that in future technology evaluations, a panel of experts in the fields of research and medicine related to the technology review the technology in question. In a recent study on bibliometric analysis, Kostoff (2005) XE "Kostoff (2005)"  suggests that one of the most important aspects of the evaluation is the competence and objectivity of the evaluation experts, which will ultimately ensure that all potential applications of a technology have been accounted for. Furthermore, Kostoff noted that “each expert should be technically competent in his subject area” and that “the competence of the total evaluation team should cover the multiple research and technology areas critically related to the science or technology area of present interest.” He continues by suggesting that the expertise should not be limited to current fields of application but instead broaden to fully incorporate the entire spectrum of potential areas and forms of application. 
7.5.3
Patent Databases

Patent citation searches were performed for all patents associated with the pilot study technologies. We used a similar approach to conduct searches for all eight pilot studies. Three databases were used in the process:

1) Office of Technology Transfer License Opportunities (OTT LO) database (http://ott.od.nih.gov/db/Search.asp XE "http\://ott.od.nih.gov/db/Search.asp" )—This database describes NIH technologies available for licensing and contains some patent numbers.

2) Pharmalicensing.com (http://pharmalicensing.com/licensing/)—This directory lists licensing opportunities worldwide and contains some patent information.

3) U.S. Patent and Trademark Office’s (USPTO) Patent Database (http://www.uspto.gov/patft/index.html XE "http\://www.uspto.gov/patft/index.html" )—This full-text patent database lists patents conferred since 1976.

The first step was to investigate the pilot study’s licensed technologies and identify patents resulting from these technologies. We identified patent numbers through interviewing OTTLSs and reviewing information in the OTT LO or Pharmalicensing.com databases. We conducted database searches using the primary investigator’s (PI’s) last name and descriptions of each technology as the keywords. When information was not available from an OTTLS or the OTT LO or Pharmalicensing databases, we used the USPTO patent patabase to search for key patents based on the PI’s last name and keywords. The result was a list of primary patent numbers associated with the NIH technology; patent filing status; NIH license type (biological material, nonexclusive, exclusive); and cited research papers. However, there was some uncertainty about whether we had identified all relevant patents or if all the patents identified were directly a result of NIH research. This would have been resolved if we were able to obtain all the patent details from NIH staff. This information is contained in internal NIH documents that we were not able to access them.
One suggestion is that NIH identify specific patent numbers associated with the technology being evaluated. If this information is not available from existing records or files, the PI should be contacted and asked to identify the relevant patents resulting from NIH research. 

Once the relevant patent numbers were identified, the second step was to gather information on patent citations through USPTO’s patent database. We identified patent citations using the “Quick Search” feature and selecting the “Reference by” search field. We conducted these searches using the PI’s last name and primary patent numbers, which were gathered in Step 1 as the keywords. Based on the results of this research, we constructed a portfolio of patent citations associated with each technology and classified patent citations into three categories:

1) Self-Citations: Subsequent patents obtained by the PI citing the original patents on which the NIH licensed technology is based. This represents continued research by the PI building on the original NIH technology.

2) Citations by Co-Researcher: Subsequent patents obtained by co-researchers on the original patent (other than the PI), citing the original patent. This reflects continued research by team members building on the original NIH technology.

3) Citations by Others: Patents obtained by scientists not listed on the original NIH patents. This indicates knowledge “spillovers” to other scientists and potentially to research areas not related to the original NIH research. 

Table 21 presents a summary of the results from the patent citation research. Citations are listed as the sum for all patents associated with a given technology. A list of individual NIH patent numbers and patent citations is provided in the pilot fact sheets and as a separate Excel file (Appendix J). 
Studies have shown that the number of citations is positively correlated with the value or importance of a patent (see Hall et al., 1998 XE "Hall et al., 1998" ). For example, Trajtenberg (1990) found that medical diagnostic imaging patents that were cited most frequently had the greatest social value. 
The average number of citations for patents in the U.S. patent database is approximately 7 to 8. In a study conducted by Harhoff et al. (1999) XE "Harhoff et al. (1999)" , patents valued at over $20 million had an average number of citations ranging from 20 to 35. However, there was significant variation in the number of citations in database used for this study, with the number of citations per patent ranging from zero to 169. As shown in Table 21, four of the technologies has citations greater that the average of 8 and two had citations greater or equal to 20. 
Table 21. Summary of Patent Citation Searches
	Technology
	Number of Patents Resulting from NIH Research
	Citations*

	
	
	Self -Cited by PI
	Cited by Co-Researchers
	Cited by Others
	Total Citations

	Laser Capture Microdissection
	8
	5
	6
	22
	29

	CYP450 AmpliChip MicroArray
	1
	—
	—
	—
	—

	Human CYP450 cDNAs
	5
	3
	—
	—
	3

	Rabbit Anti-Squeed KLC
	—
	—
	—
	—
	—

	Bacillus Antracis Protective Protein
	4
	3
	—
	7
	10

	Parvovirus B19 Immunoassay
	6
	5
	—
	15
	20

	Fludara
	6
	10
	—
	20
	30

	Twinrex
	5
	2
	8
	11
	21


* A large number of citations can be expected when a product is derived from a fundamental/platform technology or if it is a crowed field with a lot of competition. 
7.5.4
Utilization/Sales Data Sources

As noted earlier, IMS reports generally cost between $750 and $1,500; therefore we did not attempt to purchase these reports. In addition, it is necessary to obtain permission for reuse of any information provided by IMS Health; unless such consent is obtained, the data cannot be reported. From our experience with the pilot studies, we believe that sales and volume information can be obtained either from documents submitted to NIH by the licensee or from the companies themselves. Sales data for research tools were more difficult to obtain than clinical applications. Companies were reluctant to provide information, and NIH licensing specialists were unable to provide sales information because of confidentiality issues. In cases where NIH staff members were unable to provide the data (e.g., Fludara), we were sometimes able to identify other sources. Oncology product sales information is reported in the NEW MEDICINE’s Oncology KnowledgeBASE; but again, this is a proprietary source and therefore reporting the sales information in these reports is copyright restricted. We recommend that a system (electronic format, automated, access not limited to the licensing specialists only) be implemented to capture sales information provided to NIH. 
Both the NIH documents and the licensees are more likely to provide sales dollars for a specified period rather than sales volume. The NIH-reported sales dollars may only reflect sales subject to royalty payments and therefore these figures should always be double checked with the licensee directly. We used a variety of data sources, including the company Web sites, catalogues, and the “red book” to identify cost per unit to convert the sales dollars to estimated sales volumes.

7.5.5
Health Care Databases
We attempted to investigate there specific data sources:

1) 
HCUP— This was not a data source that provided relevant information.for the products selected, There is no information on specific drugs (Fludara and Twinrix) or longitudinal assessment of outcomes. HCUP is useful for generating utilization rates for procedures or diagnoses and provides hospital admission-level outcomes.
2) 
SEER—The SEER Program is the only comprehensive source of population-based information in the United States. The data do not provide information on products and therefore are only useful to study disease-level incidence and mortality changes. Given that Fludara is not the only product on the market for either chronic lymphocytic leukemia or non-Hodgkin's lymphoma, we did not perform a SEER data search for Fludara because no information specific to this product will be available.

3)
VAERS—We performed a search of the Twinrex vaccine to test the system and identify the information that can be generated. The search identified 248 matches, but we had difficultly analyzing the results because many of the individuals received other vaccines at the same time. Therefore, it is difficult to identify the cause of the adverse event and whether it is related directly to the administration of Twinrex. We did not find this database useful to assess the adverse events associated with Twinrix.
7.6
Pilot Fact Sheets and Level of Effort
Appendix J contains the results from the pilot tests. We developed fact sheets that contain a description of the technology along with quantitative and qualitative findings. Selected abstracts from relevant articles sites in the fact sheets are provided in Appendix K.
Table 22 lists the staff hours required for each of the eight pilot tests. The resources do not include the learning curve associated with refining the methodology. We attempted to keep track of all time spent, but because we performed the assessments in several phases, the time spent is the best estimation of the resources incurred. We also have not included the cost associated with obtaining the literature reviewed. Therefore, the cost estimates provided probably underestimates the true cost incurred.
7.7
Lessons Learned
1) OTTLS interviews should be conducted in conjunction with the development of the background information in order to provide guidance on search criteria and enrich the questionnaire sent to the NIH Inventor. 
2) Provide complete list of patents before beginning patent database searches.

3) Bibiliometrics analysis requires a much large number of experts than were utilized in this pilot study. For an accurate assessment of the literature, additional industry experts (potentially one per technology) will be required to validate and determine the true impact an innovation or publication has had on the research community.

Table 22. Resources per Pilot Test

	Pilot Test
	Background Information
(Hours)
	Interviews and Type Up Notes
(Hours)
	Literature Review
(Hours)
	Secondary Data Analysis
(Hours)
	Write-up 
of Results
(Hours)
	Total Hours
	Cost

	Rabbit Anti-Squid Kinesin
	8
	3 
	2 
	0
	2 
	15 
	$2,625.00

	Human Cytrochrome P450
	6
	6.5 
	1 
	4 
(patent search)
	2 
	19.5 
	$3,412.50

	Laser Capture Microdissection
	6
	3 
	1 
	6 
(patent search)
	2 
	18 
	$3,150.00

	CYP450 AmpliChip Microarray
	6 
	3 
	1 
	3 
(patent search)
	2 
	15 
	$2,625.00

	Bacillus Antracis 
	8 
	4 
	1 
	2 
(patent search)
	2 
	17 
	$2,975.00

	Parvovirus
	2 
	2 
	4 
	2.5 
(patent search)
	2 
	12.5 
	$2,187.50

	Fludara
	4
 (significant time to obtain sales data)
	0.5 
	8 
	1 
(reviewed SEER)                    3 
(patent search)
	2 
	18.5 
	$3,237.50

	Twinrix
	2 
	1.5 
	12 
	4 
(assessed VEARS)
  3 
(patent search)
	2 
	24.5 
	$4,287.50


4) Overcome disclosure issues related to OTT monitoring reports because available data will be crucial to estimating the impact and scope of technology adoption.

5) Provide the OTTLS  with notice at least one week prior to the interview because they are involved with a large number of different types of technologies and thus require sufficient time to obtain information on the patents and applications of the technology in question. It should be noted that it will require some investment of time for the OTTLS to come up to speed because of the lag between the conduct of the research (and licensing) and when the commercial products is introduced to the market.

6) Access to experts when required for consultation would greatly facilitate understanding the products, their indications for use, comparator products, and incremental benefits.

SECTION 8
RECOMMENDATIONS AND FUTURE RESEARCH
In this section, we summarize the pilot test findings and the expert reviewers’ comments and provide direction for future research. The reviewers’ comments address the overall project framework, the metrics selected for review, and the data sources. These reviewers represent a wide range of expertise, including health outcomes assessment, epidemiology, database analysis, patent analysis, and medicine. A list of experts consulted is provided in Appendix L.
8.1
Summary of Key Pilot Test Findings and Expert Review
In this section, we summarize the key findings to address the following questions:

1) 
What are the most appropriate indicators and methods to use in determining the health and research outcomes of NIH-transferred technologies using the final products as a surrogate, and why? 

2) 
How useful are the final recommended metrics and existing tools? 

3)
What data sources are currently available to assist in the development and implementation of new metrics? 

4)
How can the methods be updated over time?
Key Findings:

1) Technology adoption (sales information) and research advancement (patent data) were the metrics that were easily quantifiable for research tools and clinical applications. Sales information and patent data are generally available in internal NIH documents for use in the analysis. It is relatively easy to convert sales dollars to units sol .Improved processes to access this information will increase analytic speed and accuracy.
2) Literature citation is the metric that is most easily quantifiable for research tools without patents.

3) Quantifying metrics related to process optimization (e.g., time reduction, resource savings) for research tools was difficult because of a lack of information in the literature.

4) Intermediate/final health outcomes and resource use information for clinical applications were available from the literature, but it was difficult to summarize when several studies were performed and no meta-analysis was available. For the three technologies reviewed, we were able to find a systematic assessment of final health outcomes for only one product. Performing meta-analysis or systematic assessments requires considerable expertise and resources; however, it may be required to thoroughly assess the benefits and harms of a commercialized product. Such assessments could be performed for key selected product reviews.
5)  For clinical applications, it was difficult to quantify public health benefits because of a lack of appropriate studies and adequate information. For example, in the case of Parvovirus B19 Enzyme Immunoassay, 109,524 vials were sold in the first 6 months of 2003, but the indication for use and what type of population (e.g., high risk for screening; suspected infected persons for diagnosis) are not known. The lack of data on health-related quality-of-life impacts was a significant drawback in quantifying public health benefits for clinical applications.
6) Secondary health care data was not useful in deriving outcome metrics for the three clinical application products studies. We believe that these data sources can be useful, but they need to be applied based on relevance to the product to be reviewed. Secondary health care database analyses are not appropriate for all products developed from NIH technologies. 

Many secondary data sources (e.g.. SEER) do not have information on the benefits/harms associated with a specific product. If the product is the first to market or can be distinguished clearly from other products, then these data sources will be useful. Many of the cross-sectional data sources are available free of charge or at a nominal fee and therefore this type of analysis can be performed at relatively low cost. In addition, these data sources provide valuable information on use and adoption of products.

Databases that allow longitudinal analysis are expensive and should be used only for assessment of specific key products. They are not recommended for assessing a large number of products.

7) In general, the interview process was very useful in providing background information and offering leads to relevant literature. It was difficult to contact some of the interviewees and the number of interviews could have been reduced if the information provided to OTT in progress reports was readily available.
8) Straightforward information can be extracted from the U.S. Patent and Trademark Office’s (USPTO) Patent Database. Citation and litigation (patent prosecution) information could be identified using search engines provided on the USPTO Web site. The European Patent Office also requires citations as part of patent applications, but provides no search engine of their Web site. However, for approximately $350, the European Patent Office sells CD databases that contain a citation search engine. Similar citation information was not available from the Canadian Patent Office because they do not require referencing prior articles as part of their patent applications. 
9) The assessment of the eight pilot technologies suggests that it is necessary to reassess the products every 3 to 5 years. In most cases, this was recommended because the required information was not currently available. The hope was that as the technology matured more information would be available to quantify the metrics. In general, at least for commercialized products, there is substantial information for assessment after 10 to 15 years in the market. In some cases (e.g., Fludara), although final health impact information for survival/mortality is available, health-related quality-of-life benefits have not been systematically assessed. Part of the difficultly is because  health-related quality-of-life assessment tools/instruments differ among studies and it is difficult to perform a pooled analysis. 
10) Inclusion of ratings to assess the quality of the available data for quantifying the metrics will be valuable for stakeholders. A formal rating system can be used to grade the strength of the evidence and assess the reliability of the metric. 
8.2 
Specific Recommendations and Future Research
In this section, we summarize the key preliminary recommendations, which were validated by internal RTI advisors and external experts.
Recommendation 1: Focus on Products with Research or Health Impacts  
There are a large number of products to review (especially research tools). A systematic approach to select technologies that have potential impacts (both positive and negative) may be helpful in reducing the number of products to be assessed. Some products clearly were never commercialized or currently not in use. In such cases, unless there is potential for different application in the future, these products can receive quick review and be removed from the list of products requiring continual evaluation. In addition, research tools that only provide small research benefits could be eliminated. 

Recommendation 2: Grouping of Technologies May Result in Incorrect Evaluation
We do not recommend grouping NIH technologies for review. Assigning estimated benefits or impacts associated with one technology to similar technologies in practice may have significant pitfalls resulting in incorrect valuation and underestimation of benefits. For most technologies, scientists or industry specialists with specific technical expertise will be required to differentiate between these seemingly similar technologies and to explain the subtle differences and the significance of these differences. This is particularly true in the case of research tools and devices, where benefits are not well documented in the professional literature and spillover applications are common.

For example, TAG 72/ CA 72-4 Ab-1 and TAG 72/ CA 72-4 Ab-2 are two seemingly similar antibodies, but in application are different. Ab-1 is an antibody that reacts with certain types of adenocarcinoma, including colorectal, pancreatic, gastric, ovarian, endometrial, mammary, and non-small cell lung cancer. This technology has also been shown to be useful in distinguishing pulmonary adenocarcinomas from pleural mesotheliomas. In contrast, Ab-2 antibody has a higher Ka value than Ab-1 and has been proven to be different from Ab-1 through reciprocal radioimmunoassay. In addition, Ab-1 and Ab-2 have different epitopes, where the epitope is defined as the molecular region on the surface of an antigen capable of eliciting an immune response and of combining with the specific antibody produced by such a response. Ab-1’s epitope is Mucin-carried-sialylated-Tn, whereas Ab-2’s is a Mucin-carried carbohydrate epitope Gal Beta(1-3) [NeuAcalpha(2-6)]GalNAc. Different binding or reactionary sites suggests that additional expert analysis will be required to ensure that impacts are not underestimated or overlooked due to bundling of the benefits associated with seemingly similar technologies.

Recommendation 3: Use Multiple Methods to Assess Effectiveness

The literature search produced numerous articles that advocated the use of multiple methods to assess research activities. Generally, this is referred to in the literature as the Multi-Faceted Methodological Approach. There is no gold standard and given that most methods only measure health impacts indirectly, a combination on nonoverlapping methods will ensure that a comprehensive assessment is performed. 
For research tools, we identified metrics across three broad measures: (1) usefulness/adoption of technology; (2) research advancement, and (3) process optimization. To measure usefulness or adoption of technology, we used the number of units of products sold as an indicator of the benefit of the product made using NIH-licensed technology. We measured the impact on research advancement using patent citations, literature citations, and content analysis. The impact of the products on research efficiency enhancement can be assessed in terms of time reduction and resource savings.
For products with commercial application, we again recommend that multiple data sources be investigated to estimate the applicable metrics. The metrics selected can be categorized in the following groups of measures: (1) usefulness/adoption of technology, (2) accuracy, (3) intermediate and final outcomes, and (4) resource use. The metrics used to assess the benefits of vaccines, screening and diagnostic tests, and treatments differ, and we have therefore provided a detailed flow chart for selecting and quantifying metrics for each. 
Recommendation 4: Create Tailored Processes and Measurement Tools to Automate Data Collection and Analysis
As indicated by Garber (1996), exact measures to value medical research are often unavailable and therefore basic investment in information collection greatly improves the accuracy of effectiveness estimations. First, we recommend that detailed data search criteria for patent citation be developed. Significant methodological issues that need to be considered include “self citations”—which occur when a patent contains a citation of a previous invention by the same assignee—and forward lag because patent citations are truncated in time in as much as only the citations received up to the time of assessment are known (Hall et al., 2001 XE "Hall et al., 2001" ). This will ensure consistency in the data collected independent of the training and expertise of the researcher performing the review. 
Second, we recommend the development of an automated process to track sales data provided by the licensees. This information can be extremely useful in indirectly assessing the impact of products made using NIH technologies. Availability of multiple years of data can help track the adoption of the technology. This, in addition to market share information, will provide a detailed picture of the long-term adoption pattern of the product. There should also be an effort to store patents and information on studies relevant to the products in electronic databases for easy assess.

Third, some secondary health care databases, including the summary data from CMS on Medicare procedures/injectable chemotherapeutics and Medicaid drug use can provide useful information for assessing certain technologies. In addition, certain databases provided by AHRQ and CDC can be used to determine utilization rates and short-term outcomes. Detailed user guides and tools can be developed to train individuals on the use of these data sources. 
Recommendation 5:  Repeat Assessments Throughout the Life of a Technology 

The data sources available and the applicable methods change over the product life cycle. Early in the adoption cycle, very limited information will be available, but as the technology matures additional data sources become available. Therefore, it is critical to evaluate a technology throughout its life cycle, or at least at specific intervals. The number of evaluations to be performed should be guided by both the incremental benefit and the cost associated with the effort. The optimal number and time frame for these evaluations is 3 to 5 years, which was determined via interviews with experts and information gained during pilot assessments.. 
Recommendation 6: Select Key Technologies to Perform In-depth Assessments 

Because they need to be applied across a large number of products made using NIH technologies, the recommendations for the methods and data sources selected for the assessment were based on the requirement that the techniques be cost-effectiveness and limited to those available from secondary data sources. These recommendations do not necessarily reflect the “best methods” available to perform assessments of technologies, especially mature technologies. Therefore, we recommend that a select group of key products, both research tools and clinical applications, be chosen to perform in-depth evaluations. Such assessments will provide a comprehensive evaluation of the benefits offered by products made using NIH technologies that may not be apparent using the methods for assessing the wider range of products. For example, it will be valuable to use historical tracing or diffusion analysis to understand both the direct and indirect (spillovers) benefits provided by key NIH research activities. Similarly, for clinical applications, a thorough systematic technology assessment should be performed to provide more detailed assessment than is possible with the use of selected metrics.

Recommendation 7: Develop Process for Incorporating Metrics into Clinical Trials and Research Studies

Clinical trials and studies on research activities provide a tremendous opportunity to collect data prospectively in a cost-effective manner. In addition, often the available data may not be related directly to the metric of interest, and the ability to tailor and collect exactly the data parameters required is invaluable. We recommend establishing a process to incorporate the metrics for research tools and clinical applications into these prospective studies. 

Recommendation 8: Assess the Use of Small Expert Surveys to Supplement Information Gained from Secondary Data Sources

Most of the direct indicators of technology transfer outcomes, such as bibliometrics, are only indirectly related to the final goal of improving the public health. Many of the important concepts of the effectiveness of technologies are unobservable; therefore, we rely on proxies. Expert opinion can be valuable in benchmarking these technologies and establishing the true effectiveness. In addition, during the early stages of commercialization, there is often limited data available on final health outcomes. We therefore suggest that an assessment of the use of expert opinion be evaluated. Potentially, a small survey using standardized protocols and questionnaires can provide useful information in a cost-effective manner. 
Recommendation 9: Consider Developing Composite Indicators to Access Research and Health Impacts

Composite indexes to assess both the research impacts and health impacts may be a useful way to capture all the benefits and harms of a single product into single measures. This would require the development of a weighting scheme to pool the information obtained using the numerous metrics identified in this report. This will assist in comparing products as well as year-to-year comparisons of the NIH portfolio. For clinical applications, quality adjusted life years is a potential measure to compare across products, but this measure does not take into account any changes in resource use. A composite indicator, on the other hand, will assign a combined score for each product based on all the metrics available.
REFERENCES

Altman D.G. and Goodman S.N. (MD, PhD. Transfer of Technology from Statistical Journals to the Biomedical Literature:  Past Trends and Future Predictions. JAMA. 1994; 272:129-132.

American Statistical Association (ASA). Section on Survey Research Methods, ASA Series: What is a Survey?  1997.

Anderson S.N., Cool B. L. Kifle L. Chiou W. et al. Microarrayed Compound Screening 
(µARCS) to Identify Activators and Inhibitors of AMP-Activated Protein Kinase. Journal of Biomolecular Screening. 2004; 9(2):112-121.

Autant-Bernard C. Science and Knowledge Flows:  Evidence from the French Case. Research Policy. 2001; 30:1069-1078.

Barendregt J.J., van Oortmarsen G. J. Vos T. and Murray C. J. L. A Generic Model for the Assessment of Disease Epidemiology: The Computational Basis of DisMod II. Population Health Metrics. 2003:1-4.

Bass F. A New Product Growth Model of Consumer Durables. Management Science. 1969; 15(5):215-337.

Blesa J.R., Prieto-Ruiz J.A. and Hernandez-Yago J. Confirmation-Sensitie Gel Electrophoresis as an Ideal High-Throughput Strategy for Accurate Detection of Sequence Variations in DNA: Screening hTomm and hTimm Genes. Journal of Biomolecular Screening. 2004; 9(7):621-624.

Beaudoin D., Bogaert M. Measuring Return on Investment, HCT Project Volume 1, Capgemini 2003
Boff K.R., Polzella D.J. and Morton K. Crew System Ergonomics Information Analysis Center: A Gateway for Technology Transfer. Proc Technol Transfer Soc Annu Meet Int Symp Exhib. 1990; 15:277-282.

Bowns S., Bradley I., Knee P., and Williams F. Williams G. Measuring the Economic Benefits from R&D: Improvements in the MMI Model of the United Kingdom National Measurement System. Research Policy. 2003; 32:991-1002.

Bozeman B. and Coker K. Assessing the Effectiveness of Technology Transfer from US Government R&D Laboratories: The Impact of Market Orientation. Technovation 12(4):239-255. 1992.

Bozeman B., Papadakis M., and Coker K. Industry Perspectives on Commercial Interactions with Federal Laboratories: Does the Cooperative Technology Paradigm Really Work?  Report to the National Science Foundation. Research on Science and Technology Program. January 1995.

Bozeman B., Rogers J., Roessner D., Klein H. and Park J. and Prepared for the U.S. Department of Energy, Office of Basic Energy Sciences. The R&D Value Mapping Project: Final Report.”  Georgia Institute of Technology, Atlanta, GA; 1998.

Bozeman B., Rogers J., Roessner D., Klein H., Park J., and Dietz J. Assessing Impacts of Basic Research: Phase I. The Research Value Mapping Project. Final Report to the Office of Basic Energy Science. School of Public Policy, Atlanta, GA. February 1999. 

Bozeman, B. Technology Transfer and Public Policy: A Review of Research and Theory. Research Policy. 2000; 29:526-655.

Bozeman B. and Rogers J. A "Churn" Model of Scientific Knowledge Value: Internate Researchers as a Knowledge Value Collective. Research Policy. 2001; 30: 423-450.

Britton A., McKee M., Black N. et al. Choosing Between Randomized and Non-randomized Studies: A Systematic Review. Health Technology Assessment. 1998; 2(13:i-iv):1-124.

Butler C. Rehabilitation Outcomes. Developmental Medicine and Child Neurology. 2004.

Caballero, R. J., and Adam B. Jaffe, “How High are the Giant’s Shoulders:  An Empirical Assessment of Knowledge Spillovers and Creative Destruction in a Model of Economic Growth,”  in Olivier Blanchard and Stanley Fischer (eds.). NBER Macroeconomic Annuals, vol. 8 (Cambridge: MIT Press, 1993).

CCOHTA. Guidelines for Economic Evaluation of Pharmaceuticals: Canada. 1997.

Clegg L.X., Potosky A., Harlan L.C., Hankey B.F., Hoffman R.M., Stanford J.L. and 
Hamilton A.S. Comparison of Self-Reported Initial Treatment with Medical Records: Results from the Prostate Cancer Outcomes Study. American Journal of Epidemiology. 2001:154:
582-7. 

Clementz, A.R. Web-based surveys: Tools and Techniques to Design Web-Based Surveys. 2002.
Collins, E. Fundamental Science and Federal Management Reform. National Academy Press. Washington, DC 1997.

Committee on Science, Engineering and Public Policy (COSEUP). Evaluating Federal Research Programs: Research and the Government Performance and Results Act. National Academy Press. Washington, DC;  1999.

Coster W.J., Haley S.M., Ludlow L.H. et al. Refining the Conceptual Basis for Rehabilitation Outcome Measurement: Personal Care and Instrumental Activities Domain. Med Care. 2004 Jan; 41(1 Suppl):I62-72.

Cozzens S., Popper S., Bonomo J., et. Al. Methods for Evaluating Fundamental Science. DRU-875/2-CTI. Critical Technologies Institute Report for the White House Office of Science and Technology Policy. Washington DC. 1994

Cozzens S., Melkers JE. Use and Usefulness of Performance Measurement in State Science and Technology Programs" Policy Studies Journal, 1998; 12; 112-154.

Crawford I.M. Chapter 2 - Secondary Sources of Informat. Marketing Research and Information Systems (Marketing and Agribusiness Tests-4). Food and Agricultural Organization of the United Nations; 1997.

Culp R. and Shapira P. Georgia's Advanced Technology Development Center: An Assessment. Georgia Institute of Technology, Atlanta, Georgia; 1997 Jun 14.

Cunningham B.T., Li P., Schulz S., Lin B. et al. Label-Free Assays on the BIND System. Journal of Biomolecular Screening. 2004; 9(6):481-490.

Day S. M. Accessing Bioremediation Technologies via Tech Transfer from Government & Industry. Genet Eng News. 1992 Jun 15; 12(10):4, 11.

Decorian F. Formation of Social Networks and Diffusion of Innovations. Research Policy. 2002; 31:835-846.

Dieter E. and Linsu K. Global Production Networks, Knowledge Diffusion, and Local Capability Formation. Research Policy. 2002; 31:1417-29.

Diez-Roux A.V. Multi-level Analysis in Public Health Research. Annual Review of Public Health. 2000; 21:171-192.

Dillon K.J., Smith G.C.M. and Martin N.M.B. A FlashPlate Assay for the Identification of PARP-1 Inhibitors. Journal of Biomolecular Screening. 2003; 8(3):347-352.

Department of Labor (DOL), Bureau of Labor Statistics Occupational Outlook Handbook. Medical Records and Health Information Technicians. 2004. Available at: http://www.bls.gov/oco/ocos103.htm.

Fahley T., Griffiths S. and Peters T.J. Evidence Based Purchasing: Understanding Results of Clinical Trials and Systematic Reviews. BMJ. 1995; 311:1056-59.

Faulkner W. Conceptualizing Knowledge Used in Innovation: A Second Look at the Science-Technology Distinction and Industrial Innovation. Science, Technology & Human Values. 1994 Aug; 19(4):425-458.

Feller I., Ailes C.P. and Roessner D.J. Impacts of Research Universities on Technological Innovation in Industry: Evidence from Engineering Research Centers. Research Policy. 2002; 31:457-474.

Forbes S.A., Duncan P. W. and Zimmerman M. K. Review Criteria for Stroke Rehabilitation Outcomes. Arch Phys Med Rehabil. 1997 Oct; 78(10):1112-6.

Friedman D.J. and Starfield B. Models of Population Health: Their Value for US Public Health Practice, Poly and Research. APHA. 2003; 93(3):366-268.

Friedman D.J., Hunter E.L. et al. Health Statistics in the 21st Century: Implication for Health Policy and Practice. 2003.

Garber A.M. and Romer P.M. Evaluating the Federal Role in Financing Health-Related Research. Science, Technology and the Economy Colloquium. National Academy of Sciences, Irvine, CA. 1996 Nov.

Georghiou L. and Roessner D. Evaluating Technology Programs: Tools and Methods. Research Policy. 2000; 29:657-678.

Geroski P.A. Models of Technology Diffusion. Research Policy. 2000; 29:603-25.

Gibbs, A. Editor: Nigel Gilbert. Focus Groups. Social Research Update. 1997(19). 23-55.

Glauber J.H. The Immunization Delivery Effectiveness Assessment Score: A Better Immunization Measure?  Pediatrics. (American Academy of Pediatrics)  2003; 112:39-45.

Goodman, C. (NICHSR). Introduction to Health Care Technology Assessment. 1998.

Grover G.S., Turner B.A., Parker C.N., et al. Multiplexing Nuclear Receptors for Agonist Identification in a Cell-Based Reporter Gene High-Throughput Screen. Journal of Biomolecular Screening. 2003; 8(3):239-246.

Hageborn J. and Cloodt M. Measuring Innovative Performance: Is there an advantage in using Multiple Indicators?  Research Policy. 2003; 32:1365-79.

Hak E., Verheij Th.J.M., Grobbee D.E., et. al. Cofounding by Indication in Non-experimental Evaluation of Vaccine Effectiveness: The Example of Prevention of Influenza Complications. Journal Epidermal Community Health. 2002; 56:951-955.

Hall B.H. The Private and Social Returns to Research and Development: What Have We Learned?  Presented at AEI - Brookings Conference;  Washington DC. 1995.

Hall B., Jaffe A. and Trajtenberg M. The NBER Patent Citations Data File: Lessons, Insights and Methodological Tools. NBER Working Paper. 2001.

Hall W.D. Representation of Blacks, Women, and the Very Elderly (aged > or l= 80) in 28 Major Randomized Clinical Trials. Ethn Dis. 1999; 9(3):333-40.

Hall, Bronwyn H., Adam B. Jaffe, and Manuel Trajtenberg. “Patent Citations and Market Value: A First Look,” presented at a National Bureau of Economic Research meeting (March, 1998).

Harjoff, Dietmar, Francis Narin, F.M. Scherer, and Katrin Vopel,  “Citation Frequency and the Value of Patented Inventions,”  The Review o9f Economics and Statistics, August 1999, 81(3): 511-515

Harhoff D., Scherer F. and Vopel K. Citations, Family Size Opposition and the Value of Patient Rights. Research Policy. 2003; 32(8):1343-1363.

Heaton J. and Editor: Nigel Gilbert. Secondary Analysis of Qualitative Data. Social Research Update. 1998(22); 55-66.

Hegyvary S.T. Issues in Outcome Research. Journal of Nursing Qual Assur. 1991; 5(2):1-6.

Henderson, R.M. and Cockburn I.M. Scale, Scope, and Spillovers: The Determinants of Research Productivity in Drug Discovery. RAND Journal of Economics. 1996 Spring; 27(1):32-59.

Hertsfeld H. and Greenberg J. Measuring the Returns to Space Research and Development. American Institute of Astronautics. 1992.

Hodder P., Mull R., Cassaday J., Berry K. and Strulovici B. Miniaturization of Intracellular Calcium Functional Assays to 1536-Well Plate Format Using a Fluorometric Imaging Plate Reader. Journal of Biomolecular Screening. 2004; 9(5):417-426.

Hoerger, T. J., R. Harris, K. A. Hicks, K. Donahue, S. Sorensen, and M. Engelgau. “Screening for type 2 diabetes mellitus:  A cost-effectiveness analysis.” Ann Intern Med 2004;140(9):689-99.

Infinity Pharmaceuticals. Building a Pharmaceutical Company and Building Shareholder Value: An Oxymoron?  2002.

Institute of Medicine (IOM). Assessing Medical Technologies. Washington, D.C.: National Academy Press; 1985.

Institute of Medicine (IOM). Assessing of Diagnostic Technology in Health Care: Rationale, Methods, Problems, and Directions. Washington, D.C.: National Academy Press; 1989.

Jacobsen P.B. and Weitzner M.A. Evaluation of Palliative Endpoints in Oncology Clinical Trials. Cancer Control. 1999 Oct; 6(5):471-477.

Jaffe A.B. Trends and Patterns in Research and Development Expenditures in the United States. Science, Technology and the Economy. National Academy of Sciences, Irvine, CA. 1996.

Jaffe A.B. and Trajtenberg M. Flows of Knowledge from Universities and Federal Laboratories:  Modeling the Flow of Patent Citations over Time and across Institutional and Geographic Boundaries. Science, Technology and the Economy. National Academy of Sciences, Irvine, CA. 1996.

Jaffe A.B., Trajtenberg M. and Fogarty M. S. Knowledge Spillovers and Patent Citations: Evidence from a Survey of Inventors. National Bureau of Economic Research (Cambridge, MA) Working Paper, February 2001. 

Jaffe, Adam B.,  M. Fogarty, and B. Banks, “Evidence from Patents and Patent Citations on the Impact of NASA and Other Federal Labs on Commercial Innovation,” Journal of Industrial Economics, 46 (June, 1998) 183-206.

Johnson J.R., Williams G. and Pazdur R. End Points and United States Food and Drug Administration Approval of Oncology Drugs. Journal of Clinical Oncology. 2003; 21(7):1404-1411. ISSN: DOI: 10.1200/JCO.2003.08.072.

Johnson, F. R., and M. F. Bingham. “Evaluating the Validity of Stated-Preference Estimates of Health Values.”  Swiss Journal of Economics and Statistics 2001; 137(1):49-63.

Kane, R. L. Understanding Health Care Outcomes Research. Gaithersburg, MD. Aspen Publishers; 1997.

Kingsley G., Bozeman B. and Coker K. Technology Transfer and Absorption: an 'R&D Value-mapping' Approach to Evaluation. Research Policy. 1996; 25:967-995.

Kingsley G. and Farmer M.C. Using Technology Absorption as an Evaluation Criterion: Case Studies from a State Research and Development Program. Policy Studies Journal. 25(3):436-450. 1997

Kingsley G. and Melkers J. Value Mapping Social Capital Outcomes in State Research and Development Programs. Research Evaluation. 1999 Dec; 8(3):165-175.

Kleymann G. and Werling H.O. A Generally Applicable, High-Throughput Screening - Compatible Assay to Identify, Evaluate, and Optimize Antimicrobial Agents for Drug Therapy. Journal of Biomolecular Screening. 2004; 9(7):578-587.

Kneller R. Technology Transfer: A Review for Biomedical Researchers. Clinical Cancer Research. 2001 Apr; 7:761-774.
Koopmans P.P. Clinical Endpoints in Trials of Drugs for Caner: Time for a Rethink?  BMJ. 2002; 324:1389-1391.

Kostoff, R.N. Science and Technology Metrics. DTIC Technical Report Number ADA432576 (http://www.dtic.mil/). Defense Technical Information Center. Fort Belvoir, VA. 2005. Available at <<http://www.onr.navy.mil/sci_tech/special/354/technowatch/textmine.asp>> Reweived on May 24, 2005. 
Kramer H. Pitfalls of Multisite Randomized Clinical Trials of Efficacy and Effectiveness. Schizophrenia Bulletin. 2000; 26:533-41.

Kreuger R.A. Focus Groups: A Practical Guide for Applied Research. 1988.

Lanjouw J.O. and Schankeman M. Characteristics of Patent Litigation: A Window on Competition. RAND Journal of Economics. 2001; 32(1):129-151.

Liebeskind J., Lumerman A., Oliver A., Zucker L. and Brewe M. Social Networks, Learning, and Flexibility: Sourcing Scientific Knowledge in New Biotechnology Firms. Working Paper Series. 1995.

Link A.N. A Suggested Method for Assessing the Economic Impacts of University R&D: Including Identifying Roles for Technology Transfer Officers. Association of University Technology Managers. 1999; XI.

Liu S., Boyer-Chatenet L., Lu H. and Jiang  S. Rapid and Automated Fluorescence-Linked Immunosorbent Assay for High-Throughput Screening of HIV-1 Fusion Inhibitors Targeting gp41. Journal of Biomolecular Screening. 2003; 8(6):685693.

Luce B.R., Zangwill M., Palmer C. S., Mendelman R.M. et al. Cost-Effectiveness Analysis of a Intranasal Influenza Vaccine for the Prevention of Influenza in Health Children. Pediatrics. 2001 Aug; 108(2).

Mansfield E. Technical Change and Rate of Imitation. Econometrica. 1961; 29:741-766.

Martin B. and Irvin J. Assessing Basic Research: Some Partial Indicators of Scientific Progress in Radio Astronomy. Research Policy. 1983; 14.

Mathews, H. W. Racial, Ethnic and Gender Differences in Response to Medicines. Drug Metabol Drug Interact. 1995; 12(2):77-91.

Moher D., Schulz F. and Altman D. G. The CONSORT Statement: Revised Recommendations for Improving the Quality of Reports of Parallel-Group Randomized Trials. Annals of Internal Medicine. 2001 Apr; 134(8):657-662.

Morgan D.L., Kreuger R.A., Editor: Morgan D. L. When to Use Focus Groups and Why?  Successful Focus Groups. 1993.

Narin F. Tech-Line® BACKGROUND PAPER. Measuring Strategic Competence. Imperial College Press Technology Management Series; 2000 May.

Nathan P.D., Stuart S. P. and Dolan S. L. Research on Psychotherapy Efficacy and Effectiveness: Between Scylla and Sharybdis?  Schizophrenia Bulletin. 2000; 126:964-981.

National Institute for Standards and Technology (NIST). Technology Adoption Indicators Applied to the ATP Flow-Control Machining Project. Economic Assessment Office; 2003.

National Research Council (NRC), Committee on the Department of Energy Office of Science and Technology Peer Review Program. Peer Review in Environmental Technology Development Programs. Washington, DC. National Academy Press; 1999.

National Science and Technology Council (NSTC). Assessing Fundamental Science. Washington, D.C. National Science Foundation; 1996.

NIAID. AIDS Vaccine Trials: Considerations for Phase III Trial Design and Endpoints. NIH Publication. 2001.

NIH Working Group. Research Tools. Report to NIH Director through Advisory Committee. NIH Publication. 1998.

Nuova J., Melnikow J. and Chang D. Reporting Number Needed to Treat and Absolute Risk Reduction in Randomized Controlled Trials. JAMA. 2002 Jun 5; 287(21):2813-2814.

Office of Technologies Assessment (OTA). Tools for Evaluating Health Technologies. February 1995. NTIS order #PB82-202904; 1982. 

Pakers A. and Sokoloff K.L. Science, Technology and Economic Growth. Science, Technology and the Economy. National Academy of Sciences, Irvine, CA. 1996.

Parker T. Rehabilitation Program Evaluation: Use of Focus Groups to Empower Clients. Evaluation Review. 1994; 18((6);730-40.

Peng W.W. and Wallace D.R. Software Error Analysis. NIST Special Publication 500-209. 1993 Mar.

Perko J. and Nari F. The Transfer of Public Science to Patented Technology: A Case Study in Agricultural Science. The Journal of Technology Transfer. 1997; 22(3):6572.

Perneger T.V. Relation between Online "Hit Counts" and Subsequent Citations:  Prospective Study of Research Papers in the BMJ. BMJ. 2004 Sep 4; 329:546-7.

Prieto L. and Sacristan J.A. Problems and Solutions in Calculating Quality-Adjusted Life Years (QALYs). Health and Quality of Life Outcomes. 2003 Dec; 1(80).

Reisch L.M., Scura J., Fosse K., Onchee B., Yu W.E., Harris B., Harris E., Rolnick S., 
Barton M.B., Geiger A.M., Herrinton L.J., Greene S.M., Fletcher S.W. and Elmore J.G. Training, Quality Assurance, and Assessment of Medical Record Abstraction in a Multisite Study. American Journal of Epidemiology. 2003; 157(6):546-551.

Reiser, S. J. Criteria for Standard versus Experimental Therapy. Health Affairs. 1994; 13(3):127-36.

Reitzig, M. Improving Patent Valuations for Management Purposes - Validating New Indicators by Analyzing Application Rationale. Research Policy. 2004 (33);939-957.

Roessner D., Lee Y., Shapira P. and Boseman B. Evaluation of Iowa State University's Center for Advancement Technology Department (CATD). 1996.

Rogers E.M. Diffusion of Innovations (4th edition). 1995.

Rogers E.M., Yin J. and Hoffman J. Assessing the Effectiveness of Technology Transfer Offices at U.S. Research Universities. Department of Communication and Journalism, University of New Mexico. 2000.

Ruegg R., Feller I. A Toolkit for Evaluating Public R&D Investment Models, Methods, and Findings from ATP's First Decade, NIST Publication. 2003 

Sainsbury R., Ditch J. and Hutton S., Editor: Nigel Gilbert. Computer Assisted Personal Interviewing. Social Research Update. 1997(3); 11-28. 

Shapira P., Youtie J. and Roessner D J. Current Practices in the Evaluation of U.S. Industrial Modernization Programs. Research Policy. 1996 Mar; 25(2):185-214.

Smith A.M., Chan J., Oksenberg D., Urfer R., et al. A High-Throughput Turbidometric Assay for Screening Inhibitors of Protein Disulfide Isomerase Activity. Journal of Biomolecular Screening. 2004; 9(7):614-620.

Tassey, G. (1997)  The Economics of R&D Policy, Quorum Books, Westport CT

Teplensky J.D., Pauly M.V., et al. Hospital Adoption of Medical Technology: An empirical test of Alternative Models. Health Services Research. 1995; 30((3)):437-65.

Testa M.A. and Simonson D.C. Assessment of Quality-of-Life Outcomes. New England Journal of Medicine   1996; 334:835-840.

Thomas, R. and Purdon S., Editor: Nigel Gilbert. Telephone Methods for Social Surveys. Social Research Update. 1997(8).

Thompson, D.R. Systematic Review: Its Role in Evidence-Based Medicine (presentation). 2004. Available at: http://www.hkcochrane.cuhk.edu.hk/seminar/Systematic%20Review-David%20R%20Thompson.pdf.

Tijssen R.J.W. Global and Domestic Utilization of Industrial Relevant Science: Patent Citation Analysis of Science - Technology Interactions and Knowledge Flows. Research Policy. 2001; 30:35-54.

Tijssen R.J.W. Science Dependence of Technologies:  Evidence from Inventions and their Inventors. Research Policy. 2002; 31:509-526.

Torvaldsen S. and McIntyre P.B. Observational Methods in Epidemiologic Assessment of Vaccine Effectiveness. CDI. 2002; 26(3):451-457.

Trajtenberg, Manuel,  “A Penny for Your Quotes:  Patent citations and the Value of Innovations,”  RAND Journal of Economics 21 (spring, 1990), 172-18. 

Wallace D.R., Ippolite L.M. and Cuthill G. Reference Information for the Software Verification and Validation Process. NIST Special Publication 500-234. 1996.

Wang M., Pfeeger S., Adamson M., Bloom G., et al. Technology Transfer of Federally Funded R&D: Perspectives from a Forum. RAND Science and Technology Policy Institute. 1997.

Wang M, Pfeeger S, Adamson, DM, Bloom G, et al., Technology transfer of federally funded R&D:  Perspectives from a Forum. RAND Science and Technology Policy Institute. CA 2003.

Wilson I.B. and Cleary P.D. Linking Clinical Variables with Health-Related Quality of Life. A Conceptual Model of Patient Outcomes. JAMA. 1995; 273:59-65.

Wu X., Glickman J. F., Bowen B.R. and Sills M.A. Comparison of Assay Technologies for a Nuclear Receptor Assay Screen reveals Differences in the Sets of Identified Functional Antagonists. Journal of Biomolecular Screening. 2003; 8(4):381-392.

Youtie J., Bozeman B. and Shapira P. Assessing Methods for Evaluating State Technology Development Programs: Recommendations for the Georgia Research Alliance. Georgia Institute of Technology. Economic Development Institute; 1997.

Youtie J., Bozeman B. and Shapira P. Using an Evaluability Assessment to Select Methods for Evaluating State Technology Development Programs: The Case of the Georgia Research Alliance. Georgia Institute of Technology. Economic Development Institute; 1998.

Zeckhauser R. The Challenge of Contracting for Technological Information. Science, Technology and the Economy. National Academy of Science, Irvine, CA. 1996. 

Zucker L.G. and Darby M.R. Star Scientists and Institutional Transformation: Patterns of Invention and Innovation in the Formation of the Biotechnology Industry. Science, Technology and the Economy. National Academy of Sciences, Irvine, CA. 1996.
APPENDIX A
INTERVIEW GUIDE TO ASSESS TECHNOLOGY ADOPTION

APPENDIX A

Questions for Internet Companies

· General Questions on IPv6

· What transition scenarios do you think are most likely for IPv6 adoption and diffusion?

· What associated costs/benefits do you foresee? In what industry segment?

· What level of government involvement to you suggest/foresee?

· What industry members would be good to contact?

· Internet2-Specific Questions
· Transition to IPv6

· What problems were encountered during the transition?

· Interoperability?

· Security?

· Current status

· What benefits are being seen from deployment?

· Routing efficiency?

· Mobility?

______________________________________________________________

Question for a Follow-up Meeting

· Internet-Specific Questions

· Funding

· What are the funding sources for Internet2 (e.g., Government, Academia, Industry, etc.)?  What percentage from each group?
· What percentage of the transition to IPv6 was funded by what entities?

· How did issues of funding relate to the decision by Internet2 to adopt IPv6?

· Transition to IPv6

· What motivated Internet2 to decide to switch to IPv6?

· What changes were made at what point?  Why?

· Hardware?

· Software?

· Staffing?

· Looking back, what would you have done differently during the transition?

· Approximately, how much did the transition cost (piece by piece)?

· Current status

· What problems/benefits are occurring currently?
APPENDIX B
WEB-BASED QUESTIONNAIRE ON ADOTPION BARRIERS

APPENDIX B

IPv6 Adoption and Economic Analysis

Data Collection Questionnaire—Internet Users

This document is intended to help gather quantitative information to support an assessment of the benefits and costs of IPv6 adoption. Please answer the questions posed to the best of your ability, and, if possible, we would like to discuss your thoughts further in a brief phone conversation.

Part 1:  Possible Transition Scenarios

In this section, we are asking you to speculate on the likely timing of the transition to IPv6 within the United States. In our base case, we are assuming that most Internet users (this group includes independent home users as well as corporate, institutional, and government users, of all sizes) will gradually gain IPv6 capabilities within networking hardware and software (e.g., routers, servers, and operating systems). We are assuming that this will occur as part of routine upgrades and therefore will require negligible additional cost.
However, we suspect that they will only enable IPv6 connectivity or routing capabilities when it is demanded by employees and/or customers, and the transition will occur in the following basic steps (see Figure 1):

	Figure 1: Transition Phases

	


1. Tunneling. IPv6 “enablement” will likely begin with tunneling being set up in small sections of an organization’s network and later expanded.

2. Dual-stack. The company will institute dual-stack operations within their network in pieces and eventually throughout the entire network.

3. Native IPv6 w/ Translation. Native IPv6 will be instituted with some translation capabilities to allow connectivity with IPv4 native networks.

4. Native IPv6 only. Native IPv6 will be the only network operations being run.

Please help us by answering the following questions on the nature of timing of adoption:

· Do you agree with the above “base case” scenario?  If not, why?  _____ __________________________________________________________

· If you agree with the scenario, please see Figure 2 and Figure 3 at the end of this document. In Table 1 indicate if you think the curves should be shifted out (longer transition) or shifted in (shorter transition), and by how many years

Table 1:  Adoption Curves—Suggested Changes

	Curve Title
	Timing of Diffusion (shorter/longer)
	Suggested Shift (e.g., 1 or 2 years)

	IPv6-Capable Routers
	__________________
	__________ years

	IPv6-Enabled Routers
	__________________
	__________ years

	IPv6-Capable Software
	__________________
	__________ years

	IPv6-Enabled Software
	__________________
	__________ years


· Additionally, please suggest changes to the following projected “milestones” (capable and enabled) in Figure 2 and Figure 3:

· Edge Routers

· Backbone Routers

· Operating Systems

· Network-Enabled Software

· Should other milestones be included??  ________ If so, what would they be? _________ _______________________________________________________________________

· What do you see as the key drivers of the market penetration of IPv6?  ______________ _______________________________________________________________________

NOTE:  In Figures 2 and 3, the top curves provide estimates of the likely penetration of IPv6 capabilities into routers and infrastructure software. The bottom curves show the possible timing of when these IPv6 capabilities will be enabled (or “turned on”) so that IPv6 messages can be sent and received. These graphs only refer to U.S. Internet Users. Per our questions above, please suggest any changes.

Figure 2. Base Case Penetration Estimates for U.S. Internet Users—Routers with IPv6 Installed in Hardware 
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Figure 3. Base Case U.S. Penetration Estimates for U.S. Internet Users—IPv6-Capable Infrastructure Software
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Part 2:  Quantifying Transition Costs

In this section, we would like for you to estimate the costs for your organization, as an Internet Users, to transition to IPv6 as described above (i.e., a gradual transition from tunneling, to dual-stack, to native IPv6 with translation, and finally to native IPv6 only). In order to “enable” IPv6, certain costs in addition to routine upgrade costs will be necessary, even though they may be spread out over many years. Please help us by estimating these costs to the best of your ability and entering your estimates into the following table:

Table 2:  Transition Cost Differential

	Stakeholder Group
	Change in annual IT budget
	Period during which additional costs (if any) will be incurred

	Internet Users (corporate, institutional, and government)
	+ ______ %
	________ years


In interviews and research, we have consistently heard that hardware and software costs to upgrade to IPv6 will be negligible for the majority of Internet users based on routine upgrade cycles, and that labor costs will constitute the majority of the cost of upgrading. Do you agree with this assessment? _________________________________________________________

Table 3 below lists the activities which may cause additional costs (requested at a more general level in Table 2) during the transition. Please estimate the distribution of the IPv6-related costs among the following categories. If you don’t think any expense will be incurred for the transition in a category, enter a value of 0%.

Table 3:  IPv6-related Transition Costs

	
	Distribution of Total Transition Cost

	Category



	Internet Users

	LABOR COSTS

	Network Management Software (Upgrade)1
	_____ %

	Network Testing
	_____ %

	Installation Effort
	_____ %

	Maintaining Network Performance
	_____ %

	Training (Sales, Marketing, and Tech Staff)
	_____ %


1 This line is intended to include the costs of upgrades to any network management tools, assuming that these costs result from the need to transition to IPv6 network management tools.

Additionally, we have heard that indirect costs may be incurred during a transition to IPv6. Do you believe there will be (or have you observed) productivity losses associated with a transition to IPv6? ___________ Do you believe there will be (or have you observed) any additional security intrusions as a result of IPv6 adoption? ___________

Accelerated Deployment Scenario

In an “accelerated” transition scenario, it has been suggested that ISPs and Internet users may need to replace hardware and software components in advance of routine upgrades or experience other incremental costs due to accelerated staff training and business interruptions. 

Do you agree that there are additional costs associated with accelerating the transition to IPv6 (above and beyond the general transition costs identified in the base case)?  _______________

· If so, what would be the type and magnitude of these costs? _______________

· If not, why? ______________________________________________________

Part 3:  Benefits Discussion

We have identified several instances in which IPv6 may generate benefits to network operators and users. One example is if IPv6 motivated the elimination of middleboxes, such as NATs, which cause many organizations to incur NAT traversal work-around costs (costs incurred to allow applications to bypass NATs). The following questions are focused on quantify these potential impacts:

· What percent of IT costs do you believe are focused on NAT traversal?  _________

· Do you believe these costs could be reduced with an increase in IPv6 adoption? ______

· Are there other potential benefits or efficiency improvements that might be quantified? ______________________________________________________________________

Part 4:  The Appropriate Role of Government

Do you believe that the government should have some role in the development or adoption of IPv6 by public or private organizations or individuals?  ________ 

If not, no more information is required from you.

If so, please respond (yes or no) to whether the government should be involved in the following activities (more detailed information can be found below):

· Government Support for R&D:  _________

· Government as a Consumer:  _________

· Endorsement and Technical Guidance:  _________

Government support of R&D

If you agree with government support of (or participation in) research and development, please respond (yes or no) to whether the government should help with the following activities:

· Standards/Profile Development:  ________

· Compliance/Interoperability Testing:  ________ 

· Conformance Testing:  ________

· Testbed Infrastructures:  _______

· Performance/Behavior Testing:  _______

· New Applications Support:  _______


Additionally, please respond (yes or no) if you believe any of the following specific technical areas currently need to be researched and if government should have a role. Also, “yes,” please note in what way government should be involved (e.g., government testbeds, government research, public/private partnerships):

· Security in transition:  ________


If “yes”, by ______________

· Scalable end-to-end security models:  ________ 
If “yes”, by ______________

· Viable QoS mechanisms:  ________

If “yes”, by ______________

· Self organizing, ubiquitous networks:  ________
If “yes”, by ______________

· Resilient, survivable networks:  ________

If “yes”, by ______________

· Scalable routing:  ________



If “yes”, by ______________

· Mobile IPv6 routing:  ________


If “yes”, by ______________

· Multihoming issues:  ________


If “yes”, by ______________

· Other (______________________):  ________
If “yes”, by ______________

Government as a Consumer

If you agree that government should support IPv6 adoption as a consumer, in what way do you believe government agencies should be required or incentivized to move towards IPv6. Please respond (yes or no) to the following related to IPv6 adoption by government agencies (you can answer “yes” to more than one question):

· Government agencies should acquire IPv6 capabilities as part of routine upgrades (i.e., like the DoD mandate):  _________

· Government agencies should be given a date by which time they must be running dual-stack networks:  _________

· Other (____________________________________________):  _________

Endorsement and Technical Guidance

If you agree that government should support IPv6 adoption by endorsing IPv6, providing technical support, and helping to spread information related to IPv6, please respond (yes or no) to the following related to government spending on:

· IPv6 Training opportunities:  _________

· Promotional activities:  _________

· Other (____________________________________________):  _________

APPENDIX C
QUESTIONNAIRE TO COLLECT CLINICAL ENDPOINTS 
AND RESOURCE USE INFORMATION

APPENDIX C

VALIDATION OF TREATMENT PATTERNS OF ADVERSE EVENTS DUE TO USE OF CONTRAST MEDIUM IN PATIENTS UNDERGOING ANGIOGRAPHY

	subject characteristics

	Subject Medical History:

A 61 year old male with hypercholesterolemia, hypertension, hyperuricaemia, and diabetes mellitus (1962). Subject reported no concomitant medications.


Procedure:
The subject received contrast medium for a PTCA due to chest pain. Subject was hydrated with NaCl 0.9% (1 liter on 12 hours IV) and water (500ml)  

Adverse Event:

One day following administration of the contrast medium, the subject developed acute renal failure with creatinine level 3.1 mg/dl. 


Given the subject’s characteristics outlined above, please answer the following questions related to the treatment of the adverse event.


	1. Hospitalization

	Would you hospitalize this subject to treat the adverse event?       FORMCHECKBOX 
 Yes

 FORMCHECKBOX 
 No

If so, which department would the subject be admitted to and what would be the likely length of hospitalization?
 FORMCHECKBOX 
 Internal Medicine
      days
 FORMCHECKBOX 
 Cardiac Reeducation
      days
 FORMCHECKBOX 
 Endocrinology
      days
 FORMCHECKBOX 
 Rheumatology
      days
 FORMCHECKBOX 
 Nephrology
      days
 FORMCHECKBOX 
 Pneumology
      days
 FORMCHECKBOX 
 Cardiac Care
      days
 FORMCHECKBOX 
 Other, specify     
      days
 FORMCHECKBOX 
 Cardiology
      days
 FORMCHECKBOX 
 Thoracic Surgery
      days
 FORMCHECKBOX 
 Vascular Surgery
      days
 FORMCHECKBOX 
 Cardio Surgery
      days
 FORMCHECKBOX 
 General Surgery
      days
 FORMCHECKBOX 
 ICU*
      days


ICU, which department would the subject transfer to after release from the ICU and how long would they stay there?
Specify department:      

      days 

After the subject is discharged, estimate the number of general practitioner follow-up visits 
      visits 



	2. Laboratory Tests

	Please describe any laboratory tests that you would order to diagnose and treat this adverse event







 

	3. Procedures

	Please identify any procedures that you would perform to treat this adverse event?

 FORMCHECKBOX 
 PTCA

 FORMCHECKBOX 
 Ultrasound peripheral arteries
 FORMCHECKBOX 
 ECG

 FORMCHECKBOX 
 Stress ECG



 FORMCHECKBOX 
 24-hour ECG

 FORMCHECKBOX 
 24h RR (riva rocci blood pressure measurement)

 FORMCHECKBOX 
 Echo

 FORMCHECKBOX 
 Echo TEE


 FORMCHECKBOX 
 Abdomimal echography

 FORMCHECKBOX 
 Magnetic Resonance Tomography (MRT)

 FORMCHECKBOX 
 Echocardiography

 FORMCHECKBOX 
 US renal arteries
 FORMCHECKBOX 
 Renal Scint

 FORMCHECKBOX 
 Vascular surgery
 FORMCHECKBOX 
 US art. Femoralis

 FORMCHECKBOX 
 US of extracranial arteries
 FORMCHECKBOX 
 Chest X-ray

 FORMCHECKBOX 
 Pacemaker
 FORMCHECKBOX 
 Peritoneal dialysis

 FORMCHECKBOX 
 Gastroscopy
 FORMCHECKBOX 
 Punction of pericard

 FORMCHECKBOX 
 Pacemaker
 FORMCHECKBOX 
 Coronary bypass operation

 FORMCHECKBOX 
 Aortic valve replacement
 FORMCHECKBOX 
 Coronary angiography with PTCA

 FORMCHECKBOX 
 Other, specify      
 

	4. Medications

	Please identify any medications and the dose that you would prescribe for this subject?





	5. Other

	Please describe any assumptions that would be useful in clarifying the treatment patterns that you would use?



 


Thank you for your participation!

APPENDIX D
STEPS IN SURVEY-BASED STATISTICAL STUDIES
APPENDIX D

Steps in Survey-Based Statistical Studies (adapted from Ruegg, 2003)
· Lay out the objectives in detail 

· Determine the required accuracy level (i.e., the acceptable sampling error) 

· Identify the target respondents 

· Decide a method of collecting the data (web based, telephone, interview)

· Design the questionnaire or interview protocol 

· Conduct a pre-test to find out if everything works as intended 

· Revise the questionnaire or interview guide, if needed 

· Develop procedures for controlling response errors 

· Develop procedures for follow-up with non-respondents 

· Carry out necessary clerical operations to schedule and track data collection 

· Administer the questionnaire or interviews 

· Tabulate and analyze the data, including measures of variability, response rates, and descriptive statistics 

· Write the report

APPENDIX E
PILOT ASSESSMENT OF SECONDARY DATA SOURCES AVAILABLE FOR EVALUATING RESEARCH TOOLS
APPENDIX E

Pilot Assessment of Secondary Data Sources Available for Evaluating Research Tools

Product: Quidel SC5b-9 (TCC) EIA Kit
Description:  The Quidel SC5b-9 Enzyme Immunoassay measures the amount of SC5b-9 present in human plasma, serum and other biological or experimental samples. Levels of SC5b-9 or TCC are indicative of the level of C5 cleavage and terminal pathway activation in a sample. This test provides a rapid, non-radioactive, highly specific and quantitative method for assessing SC5b-9 levels.  

SC5b-9, for example, can be used to assess disease activity in patients with systemic lupus erythematosus (SLE) patients. SC5b-9 is shown to be more sensitive markers in assessing disease activity than conventional laboratory diagnosis (Chiu et al, 1998). The Quidel SC5b-9 is only approved for research use and is not for use in diagnostic procedures. 

Framework Assignment:  1st Tier – General Research  (multiple assignment possible)            




      2nd Tier – Enabling Technology

	Metrics
	Data Source
	Comments

	Number of patents citing Quidel SC5b-9
	1) USPTO database

2) Delphion Intellectual property Network (fee service)

3) QPAT-US (fee service)
	Frequency of citations indicates the importance of a technology.  These are only indirect measures and potential conclusions should be carefully reviewed even when quality adjustments are made.

	Number of publications citing Quidel SC5b-9
	1) MEDLINE/Pubmed

2) Thompson ISI (fee service)
	This information provides indirect, crude estimate of the impact of technology on overall research.

	Pattern of historical impact of Quidel SC5b-9  (content analysis)
	1) Thompson ISI (fee service)
	Visualization tools can be used to perform complex pattern recognition.

	Total number of units sold per year (or $ value)
	1) Propriety data from company
	Provides indirect estimation of the value of the technology.


International patent databases (brief selection):

1) Canadian Patent Database

2) European  Patent Register on-line (EPIDOS) 

3) AIDS Patent Database

Limitations:

1) No link to final impact of technology on research process.

2) No assessment of impact of technology on final health outcomes.

Comment: These secondary data sources (patents, literature) can be used as important contributors to other methods such as historic tracing and network analysis.  These more complex methods though would require additional information than that provided by patent and literature analysis and were therefore not included in this assessment.

References:

Ruegg R., Feller I.  A Toolkit for Evaluating Public R&D Investment Models, Methods, and Findings from ATP's First Decade, NIST Publication. 2003.

Bozeman, B.  Technology Transfer and Public Policy: A Review of Research and Theory.  Research Policy. 2000; 29: 526-655.

Jaffe A.B., Trajtenberg M. and Fogarty M. S.  Knowledge Spillovers and Patent Citations: Evidence from a Survey of Inventors.  National Bureau of Economic Research (Cambridge, MA) Working Paper, February 2001.   

APPENDIX F
PILOT ASSESSMENT OF SECONDARY DATA SOURCES AVAILABLE FOR EVALUATING CLINICAL APPLICATIONS
APPENDIX F

Pilot Assessment of Secondary Data Sources Available for Evaluating Clinical Applications

Product: Fludara (Berlex Laboratories)

Description: The product is a DNA polymerase inhibitor (fludarabine) that has been shown to have potent activity in the treatment of B-cell chronic lymphocytic leukemia (CLL). Fludara is a cancer chemotherapeutic drug, 2-F-araA and is administered via injection for the treatment refractory CLL. CLL is the most prevalent form of adult leukemia, in the Western Hemisphere, affecting approximately 120,000 patients in the United States and Europe. 

The natural history of CLL may vary considerably from person to person. Some patients may become sick within a short time of diagnosis; others live comfortably for years without problems. Determining which patients are most likely to get sick, and therefore are most likely to benefit from treatment of the disease, has been a challenge for doctors. Fludarabine is a relative newcomer to the treatment of CLL but this medicine is showing promise as a way to induce a partial or complete remission of the disease.  Cladribine (2-CdA) is a medicine similar to fludarabine, with similar side effects.

Framework Assignment: 1st Tier – Clinical Application




    2nd Tier – Treatment

	Metrics
	Data Sources
	Comments

	Number of prescriptions sold
	1) Propriety data from company

2) IMS or Express Scripts (fee service)

3) Medicare and Medicaid summary reports (limited to these payers)
	In most instances, it is possible to obtain recent data on products sold.  This may not always correspond with the number of products used as products may remain on the shelf for extended periods depending on shelf-life of the technology.

	Intermediate Outcomes

     * Response Rate

     * Relapse Rate
	1) Product insert

2)  MEDLINE – literature review
	No easy-to-access data system is available.  Need to perform a review of the literature.

	Final Outcomes

     * Mortality (or survival  

rate)
	1) Administrative database (fee & extensive programming required)

2) Product insert

3)   MEDLINE – literature review
	No easy-to-access data system is available.  Time consuming and expensive to perform analysis of secondary data sources.

	Resource Use

    * Retreatment rate
	1) Administrative database (fee & extensive programming required)

2)   MEDLINE – literature review
	Clinical trials often do not perform a systematic assessment of resources used.  Therefore administrative data bases may be the only available existing source of this information


Comment: We have included literature review as a secondary data source in this pilot assessment.   Systematic review of the literature though is time consuming and often technically challenging.  Our use of literature review in this context is a simple search of relevant key articles from which the metrics of importance can be identified.  In our experience, this simple literature review can be performed in a relatively short time (1-2 hours) with minimal use of resources.

References:

Heaton J. and Editor: Nigel Gilbert.  Secondary Analysis of Qualitative Data.  Social Research Update.  1998(22); 55-66.

Crawford I.M.  Chapter 2 - Secondary Sources of Informat.  Marketing Research and Information Systems (Marketing and Agribusiness Tests-4).  Food and Agricultural Organization of the United Nations; 1997.

APPENDIX G
INCORPORATION HEALTH RELATED QUALITY OF LIFE INSTRUMENTS IN CANCER CLINICAL TRIALS
APPENDIX G

Incorporation Health Related Quality of Life Instruments in Cancer Clinical Trials

Sujha Subramanian, Ph.D.

March, 2004

Quality of life and health related quality of life (HRQL) are multidimentional concepts that can be assessed using validated questionnaires generally completed by patients. In some instances, these instruments can be completed by health care providers (doctors/nurses) or caregivers but these assessments could be inaccurate as they may not reflect the subjective view of the patient’s sense of well-being. HRQL questionnaires have been used to assess the impact of cancer treatment for both palliative and curative therapy. In general, HRQL instruments should be included to study impact of treatment or intervention when the new treatment is not likely to influence long-term survival (i.e. improve palliation) and when the primary goal is to improve quality of life. HRQL instruments can include domains related to general health and well-being, disease specific issues, and those specifically related to the treatment. 

Several types of validated HRQL instruments are available for use in cancer clinical trials. There is no instrument that captures all aspects and therefore often a set of questionnaires are included. These could range from disease specific questionnaires to those that capture the general quality of life of the patient. These are discussed briefly below:

Cancer Specific Questionnaires –  These instruments are designed specifically to assess cancer related treatment outcomes. The dimensions assessed in the questionnaires could include nausea, fatigue, difficultly sleeping etc. The European Organization for Research and Treatment of Cancer Quality of Life Questionnaire (EORTC QLQ) is one such cancer specific questionnaire. Functional Assessment of Cancer Therapy Scale (FACT) and the Functional Living Index Cancer Scale (FLIC) are other such examples. 

In addition, there are instruments for specific types of cancer. For instance, the EORTC QLQ-C30 has a head and neck, breast, and prostate specific modules. The FACT has a module for breast cancer. Another example is the Breast Cancer Chemotherapy Questionnaire (BCQ).

General HRQL Instruments – These instruments are included to perform comparisons with the general population and treatments in other disease areas. Examples include the SF36, SF12, EuroQOL and the Health Utilities Index (HUI).

Performance Scales – These are completed by the physician or nurse and provide prognostic information about a patient’s response to treatment or survival. They generally capture physical functioning and patient activity. Examples are the Karnofsky Performance Scale and the Eastern Cooperative Oncology Group (ECOG) Performance Scale.

Pain Scales – These questionnaires/scales are used to gather information on changes on a specific dimension of quality of life -- pain. Examples include the Memorial Pain Assessment Card and the Wisconsin Brief Pain Questionnaire.

Utility Measures – These instruments are used to derive utility measures that are used as effectiveness measures to perform cost-utility analysis, a form of cost-effectiveness assessment. EuroQOL-5D and the HUI are examples of instruments from which utility values can be derived for economic assessment.

Assessing which instruments to include is not a trivial matter. Several factors need to be considered in selecting appropriate HRQL instruments including the following:
· Type of cancer

· Stage of diagnosis (palliative versus curative intent)

· Type of patient population (aged, children etc.)

· Type of intervention planned (chemotherapy, surgery or combination therapy)

· Anticipated outcomes or benefits from intervention studied (reduce side effects, eliminate need for repeat treatments)

· Study design (randomized control trial; single arm trial) 

· Length of follow-up planned

APPENDIX H
PILOT STUDY QUESTIONNAIRES

APPENDIX H

Pilot Study Questionnaires

Pilot 1: Rabbit Anti-Squid Kinesin Light Chain – This antibody has no known causal link to disease or biological function. However a large amount of neurological research is performed on the neurons of squid and octopus because of their unusually large size, allowing researchers to more easily observe and manipulate neuronal function. Many recent discoveries in the neurology of squid and octopus have been quickly translated into benefits in human patients.
Impact on Research Activities (primary impact)

· Is this antibody best defined as a generic scientific advancement used in basic research?

· Are there any ongoing or published studies on the effectiveness of this research tool?

· Please describe the research being conducted on neuron from squid and octopus using this type of technology. 
· Is there a specific function, disease, or neurological disorder that research with these types of antibodies is focused on (e.g., Parkinson’s disease, or Alzheimer’s)?
· What are some examples of discoveries that have come out of this type of research?
· Was this antibody a revolutionary discovery and if so what areas of research did it advance?
· Please describe the potential impacts this antibody has had on neurological research, for example:

· Increased probability of identifying possible drug targets and drug candidates

· Time reduction in conducting research

· Resource savings 

· Improved process efficiency

· Are there potential spillover applications beyond neurological research on squid that were enabled by this antibody’s discovery?

Potential clinical benefits (secondary impact)

· Are there specific neurological disorders or diseases that this antibody may have potential impacts on?

· Have any potential clinical applications for this antibody been identified?

Pilot 2: Human Cytochrome P450 cDNAs (CYP450) – CYP450s are a protein family that metabolizes drugs and other xenobiotics, researchers utilize these proteins in lead optimization and bioavailability studies to understand if a drug will be able to avoid being metabolized enabling it to enter the blood stream.
Impact of research activities (primary impact)

· Are these proteins primary use in lead optimization studies for drug development?
· Are there any ongoing studies on the effectiveness of these proteins?
· Was this a revolutionary technology, and if so what new fields of research were opened as a result?

· If this technology was not revolutionary, what was used in lead optimization studies before its discovery?

· What are the disadvantages to the previous technology?
· In terms of applicability, approximately what percent of pharmaceuticals are metabolized by each of these proteins?
· Are there specific classes of pharmaceutical therapies that are metabolized, inhibited, or induced by each of the CYP450s?

· If so, what are some examples of these therapies?

· Do any of the CYP450 have applicability in connection with other biological functions or disease processes (i.e., cancer susceptibility)?
· How has their discovery impacted lead optimization studies or other research fields in terms of:

· Increased probability of identifying possible drug targets and drug candidates

· Time reduction in conducting research

· Resource savings 

· Improved process efficiency

· Are there potential spillover applications beyond lead optimization studies for this technology? For example:

· The CYP450 AmpliChip?

Potential Clinical Benefits (secondary impact)

· Are there specific clinical applications for these proteins?

· Used as a diagnostic 

· Individualized drug treatments

· What improvements does this technology offer to final health outcomes?

· Improved efficacy

· Hastened recovery

· Improved prevention

Pilot 3: Laser Capture Microdissection – This device is a significant technological advance in assessing molecular changes in diseased tissue without interference from normal tissue.
Impact on research activities (primary impact)

· Is this device primarily used in the identification of disease and drug targets?

· Are there any ongoing or published studies on its effectiveness?

· Was this a revolutionary discovery or were there existing technologies available for assessing molecular changes in diseased tissues?

· What are the previous technology’s disadvantages?

· What are the primary advantages of laser capture microdissection for research, for example:

· Minimization of confounding data from surrounding normal tissue 

· Increased applicability in the ability to detect a broader scope/range of diseased tissues 

· Time reduction in conducting research 

· Resource savings and improved process efficiency in identifying the pathogenesis of disease or disorders. 

· Increased probability in identifying drug targets and drug candidates 

· Are there any significant medical or research breakthroughs that were enabled by the use of this technology?
· Is this device used in drug discovery research? 

· RTI has identified the transfer of results for this technology in both molecular (genetic) profiling of cancer cells, and pituitary pathology research. Have there been any other generic or specific disease related research areas impacted in a positive way by this device? 
Potential Clinical Benefits (secondary impact)

· What clinical applications have been impacted/advanced and how? 

· Are there predicted future applications for this technology, and in which areas?

· Diagnosis 

· Adverse response to treatments 

· What are the potential benefits for patients in terms of final health outcomes? 
· Earlier detection of diseased tissue

· Lower cost of detecting diseased tissue

· Greater precision as a diagnostic tool

Pilot 4: CYP450 AmpliChip – The first widely available pharmacogenomic tool for predicting drug sensitivity in patients. AmpliChip provides a source of gene variations of the for the 2D6 and 2C19 genes which have been proven to have a role in the metabolism of 25 percent of all prescription drugs. The device is designed to aid physicians in individualizing treatment dosages for patients taking drugs that are metabolized through the 2D6 and 2C19 gene products.

Potential clinical benefits (primary impact)

· Is this device correctly defined as a clinical application used as a screening tool to detect the presence of disease?

· Are there any ongoing or published studies on the effectiveness of this clinical tool?

· Was this device a revolutionary discovery?

· If not, what methods were employed to genotype (analyze gene expression patterns and polymorphisms) a patient to determine drug efficacy and adverse drug reaction before the CYP450 AmpliChip?

· How long would this process take?

· Analysis of 2D6 and 2C19 genes using CYP450 AmpliChip can be completed in an eight hours.

· In terms of applicability, how many different diseases can this device be used to diagnosis and identify treatment?

· In what ways does this device improved final health outcomes?

· Improved prognosis

· Improved efficacy of treatment

· Reduction in adverse drug reactions

Impact on research activities (secondary impact)

· To your knowledge, are there examples of microarray technology being used to genotype variations in other specific genes, or possibly different applications entirely?

· How has CYP450 AmpliChip improved research in terms of:

· Time reduction in conducting research

· Resource savings 

· Improved process efficiency - Analysis of 2D6 and 2C19 genes using CYP450 AmpliChip can be completed in an eight hours.

· Are there other areas of disease research using CYP450 AmpliChip?

· Cancer?

· Neurological diseases?

· HIV/AIDS?

· Pharmacological studies?

· Manufacturers are developing similar arrays aimed at earlier and more specific detection of disease. 
· What are the existing methods for early detection of disease?

Pilot 5: Bacillus Antracis Protective Protein – The protective antigen (PA protein) is the primary component of potential anthrax vaccines that prevent infection. This technology has the potential to be used in the standardization of anthrax serological assays for use in future research. It also is important for bio-defense. 

Impact on Research Activities 

· Is this product a revolutionary discovery and if so what areas of research did it advance? Are there alternatives under study?

· Are there any ongoing or published studies on the effectiveness of this research tool?

· Are there potential spillover applications beyond anthrax research?

· Please describe the potential impacts this product on anthrax research, for example:

· Increased probability of identifying possible drug targets and drug candidates

· Time reduction in conducting research

· Resource savings 

· Improved process efficiency

Potential clinical benefits 

· What will be the impact of this product when it is available for human use?

· How effective will this vaccine be in human use?

· Will there be side-effects associated with this vaccine? If yes, what type?

· Are there ongoing or published studies on this potential vaccine?

Pilot 6: Parvovirus B19 Enzyme Immunoassay – This product is used for detecting B19 virus antibodies in pregnant women. It is helpful in diagnosing and managing parvovirus B19 infection, which can put pregnant women at serious risk of fetal loss. This product has world wide application and therefore the benefits of NIH technology outside the U.S. can be assessed.

NIH Technology:

· What was the NIH technology that resulted in this product? What was the contribution of the NIH technology?

· Where there any other applications for this NIH technology?

Usefulness/Adoption of Technology

· How many pregnant women get tested using the Parvovirus B19 Enzyme Immunoassay? In the US? Worldwide?

· Are there alternatives to using Parvovirus B19 Enzyme? If yes, please describe each.

· Are there any specific issues related to availability or adoption of this technology? For instance, storage, transportation, cost etc.

· Are you aware of any secondary data sources from which this volume of sales information is available?

Accuracy

· How accurate is the product at detecting B19 virus antibodies (sensitivity, specificity, positive predictive value)?

· Are you aware of any peer-reviewed or other publications that assess the accuracy of the product? 

Outcomes

· What types of adverse events would pregnant women/fetus experience if product wasn’t available?

· How many women would experience adverse outcomes (fetal loss) if the test was not available?

Resource Use

· What would be the consequence in terms of resource use if product wasn’t available (hospitalization, physician visits, etc.)? 

Pilot 7: Fludara – The product is a DNA polymerase inhibitor (fludarabine) that has been shown to have potent activity in the treatment of B-cell chronic lymphocytic leukemia (CLL). Fludara is a cancer chemotherapeutic drug, 2-F-araA and is administered via injection for the treatment refractory CLL. CLL is the most prevalent form of adult leukemia, in the Western Hemisphere, affecting approximately 120,000 patients in the United States and Europe. 

The natural history of CLL may vary considerably from person to person. Some patients may become sick within a short time of diagnosis; others live comfortably for years without problems. Determining which patients are most likely to get sick, and therefore are most likely to benefit from treatment of the disease, has been a challenge for doctors. Fludarabine is a relative newcomer to the treatment of CLL but this medicine is showing promise as a way to induce a partial or complete remission of the disease. Cladribine (2-CdA) is a medicine similar to fludarabine, with similar side effects.

NIH Technology:

· What was the NIH drug that resulted in grantees developing this product? What was the contribution of the NIH technology?

· Where there any other applications for this NIH technology?

Usefulness/Adoption of Technology

· Do you know the volume of sales for Fludara? In the US? Worldwide?

· Do you know the market share of Fludara compared to the alternatives?

· Are there any specific issues related to availability or adoption of this technology?
· Are you aware of any secondary data sources from which this volume of sales information is available?
Intermediate Outcomes and Final Outcomes

· Are you aware of published literature or studies on the response rate associated with Fludara?

· What are the adverse events associated with Fludara?

· How effective is Fudura compared to the alternatives (response rate, survival & health related quality of life)?

Resource Use

· What would be the consequence in terms of resource use if product wasn’t available (hospitalization, physician visits etc,)? 

Pilot 8: Twinrex – This vaccine protects against two of the most common infectious diseases that represent serious health problems, hepatitis A and B. This product has world wide application and therefore the benefits of NIH technology outside the U.S. can be assessed.

NIH Technology:

· What was the NIH technology that resulted in this product? What was the contribution of the NIH technology?

· Where there any other applications for this NIH technology?

Usefulness/Adoption of Technology

· How many vaccines are currently sold? In the US? Worldwide?

· Are there alternatives to using Twinrex? If yes, please describe each.

· Are there any specific issues related to availability or adoption of this technology? For instance, storage, transportation, cost etc.

· Are you aware of any secondary data sources from which this volume of sales information is available?
Final Outcomes

· What types of adverse events are caused by this vaccine? Please indicate both mild and serious ones?

· What are the seminal peer-reviewed studies assessing the outcomes related to Twinrex?

Resource Use

· What would be the consequence in terms of resource use if product wasn’t available (hospitalization, physician visits etc,)? 

APPENDIX I
INTERVIEW NOTES

Anti-Squid Interviews

NIH Technology Interviews – Anti-Squid Kinesin Light Chain (KLC)
   04/01/05
Attendees:
RTI: Jeff Petrusa; Michael Gallaher



OTT Specialist: Fatima Sayyid

Technology Background: The Rabbit anti-squid Kinesin Light Chain (KLC) antibody is a polyclonal antibody used in basic research applications related to neurology and basic research relate to molecular motors in living cells.
Interviewee Background: Fatima Sayyid was the OTT specialist for Anti-Squid KLC, CYP450 cDNAs, and CYP450 AmpliChip. Dr. Sayyid was not working with the OTT office during the licensing negotiations for Anti-Squid KLC so was unable to answer any questions regarding the technology.

NIH Technology Interviews – Rabbit Anti-Squid Kinesin Light Chain
   04/13/05
Attendees:
RTI: Michael Gallaher, Jeff Petrusa, Alex Rogozhin



Covance: Christian Fritze

Technology Background: This antibody has no known casual link to disease or biological function. Nonetheless, a large amount of neurological research is performed on the neurons of squid and octopus because of their unusually large size, allowing researchers to more easily observe and manipulate neuronal function. Many recent discoveries in the neurology of squid and octopus have been quickly translated into benefits in human patients.

This technology was licensed by Covance (contract signed) in 1996. Sales started in 2nd quarter of 1997. The product was sold, and it is economically not profitable to go through time and cost of creating other bodies of production (rabbits) of these LCs. There was no further supply from the PI of the technology. 

Interviewee Background: Christian Fitze is a director of the Antibody Products unit at Covance Research Products, Inc.

Interview Topics:

Primary application opportunity:

· Covance’s profits from sales were roughly $18,000 selling for $200 to $300 each, equaling approximately 70 units sold. Product consisted of 3 technologies: Kinesin, Acidic Component Antibody, and Dynamin Antibody. 50% of sales were related to Kinesin technology, hence approximately 35 units of it were sold. 

· Kinesin is related to neuronal functions, neuronal network (long and large cells). Kinesin is a molecular motor that helps translate the cargo to the end of the cell. In this way Kinesin is a “Molecular Motor.”

· Kinesin motors consist of light chains and heavy chains.

· Research using Kinesin technology: neurology, movement of molecular motors

a) How and where the motor is working could reveal the structure of the neuron.

· No direct link between KLC and decrease in the cost of the research.

Spillover research opportunities:

· General research of 3-dimensional protein structure. How proteins generate force and movement by consuming energy (ATP).

Human Cytochrome Interviews

NIH Technology Interviews – Human Cytochrome P450 cDNAs 
04/08/05
Attendees:
RTI: Michael Gallaher, Jeff Petrusa, Alex Rogozhin



Noxygen: Dr. Bruno Fink

Technology Background: CYP450 cDNAs are a protein family that metabolizes drugs and other xenobiotics, researchers use these proteins in lead optimization and bioavailability studies to understand if a drug will be able to avoid being metabolized enabling it to enter the blood stream.

Interviewee Background: Dr. Fink is a Business Manager at Noxygen Science Transfer & Diagnostics GmbH, a company that specializes in basic research, clinical studies, analysis, pharmacokinetics, drug interaction, and drug efficacy. Dr. Fink’s responsibilities include application of technologies in research and drug development. 

Interview Topics:

Primary research opportunity:

· Contribute to the development of new drugs. Help to understand drug-to-drug interaction and drug efficacy. 

· Develop CYP450 chips that could be used for diagnostics.

· Decrease time of research by 50%.

· Savings in cost of research: 30-40%.

Spillover research opportunities:

· There is a potential to use CYP450 technology to produce an applicable technology that could be patented. 

· Potentially can be used in arteriosclerosis and cancer research.

· Clinical Benefits: could be used for diagnostics, individualization of drug treatment, improve efficacy of the drug.

· Direct Application: no direct application is forecasted.

Noxygen Workload:

· Noxygen applies 40% of its effort towards CYP450 research.

· Noxygen focuses 90% of its CYP450 research towards medical applications and drug development.

NIH Technology Interviews – Human Cytochrome P450 cDNAs 
04/08/05
Attendees:
RTI: Michael Gallaher, Jeff Petrusa, Alex Rogozhin



Bristol-Myers: Dr. Tiang J. Yang

Technology Background: CYP450 cDNAs are a protein family that metabolizes drugs and other xenobiotics, researchers use these proteins in lead optimization and bioavailability studies to understand if a drug will be able to avoid being metabolized enabling it to enter the blood stream.

Interviewee Background: Dr. Yang is a Senior Research Investigator at Bristol Myers Squibb. Dr. Yang spoke to us from a scientist’s perspective rather than as a Bristol Myers’ employee. 

Interview Topics:

Technology Background:

· CYP450 made a large impact on the field of genomics in the past 10 years. Three areas of research are discovery, development, and clinical application.

· 33% of research effort is devoted to CYP450-related research.

· Analyze liver: CYP450 combination is different in every human being.

· Prior to CYP450 trial and error, overexpenditure of time and effort. CYP450 allows for reduction in cost and savings one hundred-fold.

Primary application opportunity:

· Among the research community an effort towards research on drug-to-drug interactions and new drug discovery is equally divided half and half, both being equally important.

· Major impacts on drug efficacy, reduction in drug poisoning.

· Impact: every major pharmaceutical company performs CYP450-related research.

· Three stages: Chemists; College – evaluation; Pharmaceutical Drug companies.

· Select phenotyping – monitoring and inhibition.

· “Markers” such as caffeine are used to determine phenotype of a person, using CYP450 chips.

Spillover research opportunities:

· Better understanding of toxicity: why one person gets cancer while living in a polluted environment while the other one does not, and why each person is more or less sensitive to toxicity.

NIH Technology Interviews – Human Cytochrome P450 cDNAs 
03/31/05
Attendees:
RTI: Michael Gallaher, Jeff Petrusa, Alex Rogozhin



Noxygen: Dr. Harry Gelboin

Technology Background: CYP450 cDNAs are a protein family that metabolizes drugs and other xenobiotics, researchers use these proteins in lead optimization and bioavailability studies to understand if a drug will be able to avoid being metabolized enabling it to enter the bloodstream.

Interviewee Background: Dr. Gelboin is a prominent scientist in the field of genomics. With more than 300 publications worldwide, he is one of the most quoted scientists in the world. Dr. Gelboin’s breakthrough discovery allowed for development of the field of pharmacogenomics. Dr. Gelboin was able to give us a thorough understanding of the technology and potential for its uses.

Interview Topics:

Technology Background:

· There are 12 to 13 types of chromosomes. Current research is focused on finding out functions of each of the CYP450 cDNAs, and which CYP450 cDNA metabolizes which drug. 

· There are several ways to metabolize a given drug. For example: valium – there are several alternative metabolic pathways. 

· CYP450 is a revolutionary technology, specificity and simplicity are much greater compared to previous methods. 

· CYP450 MAb technology uses monoclonal antibody (isoform) to see if michrosome inhibits that antibody, if yes – there is an effect, of no – there is no effect.

· If antibody is added to 2A6, there is almost 100% inhibition, other P450 there is no such result.

· Process of harvesting monoclonal antibodies: 

· All come from the same cell.

· Kevin Brunett – Splin Cell – is the producer of MAb – makes identical antibodies.

· + Monoloma (tumor cell)

· + Hybridoma

· As a result – almost immortal cell-factory producing MAbs.

Primary application opportunity:

· Almost all large pharmaceutical corporations perform research applying CYP450 technology (Merck, Bristol Myers, for example).
· Methods used before in drug research were based on trial and error; hence there was much wasted resources and time. CYP450 enables precision, saving time and money. 

· Some drugs are directed at specific Human Liver Microsomes without realization that those microsome might not exist in the body.

· Some people do not have 2D6, if given a drug that assumes partial metabolizing by this enzyme, body can exhibit too much toxicity with lethal ending. Example: Anti-Histamine Sylvain metabolized by 3A4, and Erythromycin metabolized by 3A4.

· Is useful towards phenotyping chromosome pattern of each treated patient. 

· At least 90% of drugs are metabolized by CYP450 family. 

· There are 100,000 deaths related to drug toxicity (or diverse effect due to combining two drugs) every year.

· CYP450 encourages reduction in health care costs. Reduce research effort by almost 90%.

· Previously researchers would find 2,000 to 3,000 bodies to clone, only 2 to 3 of which would work. 

· 7 to 10% of people do not have 2D6.

Spillover research opportunities:

· Potential for in vivo study, through markers. Markers (such as caffeine) are used to profile which of P450 is functioning.

NIH Technology Interviews – Human Cytochrome P450 cDNAs 
04/15/05
Attendees:
RTI: Michael Gallaher, Alex Rogozhin



Invitrogen: John Printen

Technology Background: CYP450 cDNAs are a protein family that metabolizes drugs and other xenobiotics, researchers use these proteins in lead optimization and bioavailability studies to understand if a drug will be able to avoid being metabolized enabling it to enter the bloodstream.

Interviewee Background: Invitrogen is a parent company of PanVera that licensed the production monoclonal antibodies. Invitrogen sells P450 enzymes in 150 mg quantity for $200, and P450 Monoclonal Antibodies in the quantities of 50 mL for $250. John Printen is a leader for an ADME (Absorption, Distribution, Metabolism, Excretion) area in Invitrogen. 

Interview Topics:

Technology Background:

Primary application opportunity:

· Invitrogen market share is 10% (P450 cDNAs), leader: BD(Becton, Dickinson & Company), they own Gentest.

· Enzymes: Before CYP450s, research of drug solvency was done using whole liver cells, using this method there is no way to determine which P450 actually metabolized the drug.

· Monoclonal Anti-Bodies: blocking activity, CYP450 technology allowed to determine which P450 antibody blocks metabolism of a given drug.

· Human Cell research – expensive, every human being possesses very unique structure of liver cells. P450 helped to standardize the research.

· CYP450 technology helped to reduce input costs of prescreening analysis by 50%. CYP450 is used to get preliminary information and continue research using liver cells. In terms of research time, CYP450 role is less evident, because metabolism levels are higher in the liver cell because of its constitution. 

· Penetration: All companies that perform ADME-related research implement CYP450 technology. 

· P450 leading factor to IND filing.

Spillover research opportunities:

· It is unlikely that CYP450 technology will be licensed; it is a DNA sequence that arise important.

· Application to pharmacogenomics.

NIH Technology Interviews – Human Cytochrome P450 cDNAs 
04/01/05
Attendees:
RTI: Michael Gallaher, Jeffrey Petrusa



OTT Specialist: Fatima Sayyid

Technology Background: CYP450 cDNAs are a protein family that metabolizes drugs and other xenobiotics, researchers use these proteins in lead optimization and bioavailability studies to understand if a drug will be able to avoid being metabolized enabling it to enter the bloodstream.

Interviewee Background: Fatima Sayyid was the OTT specialist for Anti-Squid KLC, CYP450 cDNAs, and CYP450 AmpliChip. 

Interview Topics:

Technology Background:

- Currently there are 22 licenses for this technology.

Primary application opportunity:

· P450 class of enzymes is responsible for the metabolism of over 90 percent of all drugs currently in use.

· Drug toxicity studies

· Drug to drug interactions

Spillover research opportunities:

· None provided

Laser Capture Microdissection Interviews
NIH Technology Interviews – Laser Capture Microdissection 

02/15/05
Attendees:
RTI: Jeff Petrusa



OTT Specialist: Misha Schmilovich

Technology Background: The Laser Capture Microdissection (LCM) is a method for directly extracting cellular material from a tissue sample using a laser beam to focally activate the special transfer film that bonds specifically to cells identified and targeted by microscopy within the tissue section.
Interviewee Background: Misha Schmilovich responded to our interview questions directly. No phone interview was conducted. The following highlights her comments..

Interview Topics:

Impact on research activities (primary impact) 

I’m not sure about this; Liotta, Petricoin, and Emmert-Buck often use LCM to excise specific tissue in a variety of proteomic studies.

Arcturus engineering sells LCM systems and their commercial publications are the best source.

There were certainly existing technologies, LCM simply provides for the biopsy of specific cell types in tissue represented by numerous cell types.

Previously, biopsy methodology was not as precise. The use of scalpels to excise tissue results in obtaining more than one cell type.

One advantage is the minimization of confounding data from surrounding normal tissue.

Increased applicability in the ability to detect a broader scope/range of diseased tissues on a per-tissue basis, you can get a more detailed picture into the various genetic profiles of certain cell types in any given disease state.

I don’t see this (time reduction in conducting research) as a particular improvement, LCM provides for specificity not time efficiency. In fact since LCM allows for the recognition of multiple specific tissue types, studies may actually be prolonged.

Improved process efficiency and specificity in identifying the pathogenesis of disease or disorders. 
Increased probability in identifying drug targets and drug candidates.

To date, no significant medical or research breakthroughs that were enabled by the use of this technology.

This device is not used commercially in drug discovery research.
Another disease-related research area affected in a positive way by this device was ovarian cancer.
Predicted future applications for this technology are in the following 

· Diagnosis

· Adverse response to treatments, in so far as a change in the genetic profile of a specific tissue is indicative of treatment effectiveness.

Potential benefits for patients in terms of final health outcomes are
· Earlier detection of diseased tissue and

· Greater precision as a diagnostic tool. 

NIH Technology Interviews – Laser Capture Microdissection 

04/15/05
Attendees:
RTI: Jeff Petrusa



Inventor: Lance Liotta

Technology Background: The Laser Capture Microdissection (LCM) is a method for directly extracting cellular material from a tissue sample using a laser beam to focally activate the special transfer film that bonds specifically to cells identified and targeted by microscopy within the tissue section.
Interviewee Background: Dr. Liotta is the chief of the Laboratory of Pathology and chief of the section of Tumor Invasion and Metastases in the Center for Cancer Research, NCI.

Interview Topics:

Technology Background: 

· The device has been used for a variety of applications. For example, biopsy related to oncology, to examine parasites in oysters, to study malaria in birds and kidney disease.

· The seminal paper on LCM, which appeared in the journal Science in 1996, has been ranked as one of the top 10 most cited papers. 

· There are currently eight patents for LCM and four pending patent applications.

Primary application opportunity: This technology is considered revolutionary, is being used in clinical trials, and has been adopted by a large number of hospitals in the U.S. LCM is primarily used as a diagnostic tool in biopsy analysis.

Spillover research opportunities: Any research that requires isolating small microscopic tissues samples. 

AmpliChip Interviews

NIH Technology Interviews – CYP450 AmpliChip



04/16/05
Attendees:
RTI: Alex Rogozhin



PI: Dr. Joyce Goldstein
 
Technology Background: The first widely available pharmacogenomic tool for predicting drug sensitivity in patients, AmpliChip provides a source of gene variations for the 2D6 and 2C19 genes, which have been proven to have a role in the metabolism of 25 percent of all prescription drugs. The device is designed to aid physicians in individualizing treatment dosages for patients taking drugs that are metabolized through the 2D6 and 2C19 gene products.

Interviewee Background: Joyce Goldstein performed an extensive research of alleles of human cytochrome P450. Among her discoveries is the 2C19 allele used in AmpliChip. 

Patent Number: 5,912,120

Paper: Sonia M., F. de Morais, Grant R. Wilkinson, Joyce Blaisdell, Koichi Nakamura, Urs A. Meyer, and Joyce A. Goldstein “The Major Genetic Defect Responsible for the Polymorphism of S-mephenytoin metabolism in humans.”
Interview Questions and Responses by J. Goldstein:

Potential clinical benefits (primary impact)

· Is this device correctly defined as a clinical application used as a screening tool to detect the presence of disease? 

No, more a screening tool to indicate which drugs should be avoided or dosages adjusted to achieve therapeutic effect or avoid toxic effects.

· Are there any ongoing or published studies on the effectiveness of this clinical tool?
One study in J Clin Psychiatry 66:15, 2005 using it (not on the effectiveness).
· Was this device a revolutionary discovery? 

No
· If not, what methods were employed to genotype (analyze gene expression patterns and polymorphisms) a patient to determine drug efficacy and adverse drug reaction before the CYP450 AmpliChip? 

Affymetrix chips (not sure how many snps included but they do 2C19-I would presume 2D6; Applied biosystems use taqman primers (different ones for each snp); Pyrosequencing has a high throughput method (involves PCR first, then a prep time plus reading a 90 well plate; there are mass spec methods 

PCR-RFLP is the older method plus mismatch PCR-RFLP.
· How long would this process take?
PCR-RFLP or PCR-mismatch RFLP takes usually 2 days (50 to 100 samples)(usually PCR, an overnight digestion with restriction enzymes although some people use shorter then run gels); there are other more highput methodologies.
· Affymetrix chip for some alleles.
· Pyrosesquencing (high throughput: might be done in an 8-hr day depending on efficiency)-requires PCR first.
· Taqman-applied biosystems (don’t know if they have all alleles set up—difficulty is that for adjacent snps, they can’t distinguish)—4 hrs if assay available

· Analysis of 2D6 and 2C19 genes using CYP450 AmpliChip can be completed in 8 hours.
· In terms of applicability, how many different diseases can this device be used to diagnosis and identify treatment?
Improve selection of drug and dosage for 2D6 drugs (drugs for hypertension and heart problems: antihypertensive, antiarrhythmics, antianginal drugs, beta blockers, many antidepressants, codeine, gastric/duodenal ulcer, hypertension, valium anxiety

· In what ways does this device improve final health outcomes?

· Improved prognosis

· Early detection

· Improved efficacy of treatment—Correct drug choice e.g., for gastric ulcer, CYP2C19 extensive metabolizers require a larger dose of certain proton pump inhibitors (omeprazole) than others to achieve efficacy (or another drug might be more efficacious). For CYP2D6, codeine is not effective in PMs and another drug should be prescribed; many hypertensive antianginal drugs and antiarrhythmic drugs have narrow therapeutic indices and can be toxic to poor metabolizers with defective alleles.

· Reduction in adverse drug reactions. Definitely. Genotypes indicate which patients are poor metabolizers and may have toxic reactions to antihypertensive drugs etc. (2D6) and other drugs with narrow therapeutic indices. For CYP2C19, metabolizers need a higher dose of many proton pump inhibitors (maybe 10 times higher) to get a good cure rate for duodenal or gastric ulcer.

Impact on research activities (secondary impact)

· To your knowledge, are there examples of microarray technology being used to genotype variations in other specific genes, or possibly different applications entirely? 

Affymetrix chips for various genes including CYP2C19 and BRAC gene (breast cancer).
· How has CYP450 AmpliChip improved research in terms of:

· Time reduction in conducting research

· Resource savings 

· Improved process efficiency—Analysis of 2D6 and 2C19 genes using CYP450 AmpliChip can be completed in 8 hours. This seems an improvement over the time for pyrosequencing as well as PCR-RFLP.
· Are there other areas of disease research using CYP450 AmpliChip?

· Cancer? Epidemiology studies do examine the ODDS ratios for various cancers in people with polymorphisms in 2D6 in particular—lung cancer is one. I’m not sure of the conclusions. Frank Gonzalez at NIH could speak to this more.
· Neurological diseases? 2D6 polymorhisms have been studied in neurological disease. Also are being studied in macular degeneration in opthamology.
· HIV/AIDS?

· Pharmacological studies? Yes, clinical studies concerning efficacy and toxicity.

· Manufacturers are developing similar arrays aimed at earlier and more specific detection of disease. 
· What are the existing methods for early detection of disease?

· Chip assays (Affymetrix), mass spec methods for allele detect defects in the BRAC gene associated with certain types of breast cancer; there are many others. 

**This would benefit by adding CYP2C9 alleles. This would allow assessing perhaps 40% of clinical drugs. They are not patented by NIH however. But the CYP2C9*2, *3, *5, *6 alleles appear to be defective and found in Caucasians (13%, 11% frequencies) and the latter 2 in blacks. The *9 is a null allele and associated with phenytoin toxicity in an African American hospitalized 21 days after the last dose of phenytoin. The *11 may be defective-being studied at present time. 

NIH Technology Interviews – CYP450 AmpliChip

 
04/01/05
Attendees:
RTI: Michael Gallaher, Jeffrey Petrusa



OTT Specialist: Fatima Sayyid

Technology Background: AmpliChip provides a source of gene variations for the 2D6 and 2C19 genes, which have been proven to have a role in the metabolism of 25 percent of all prescription drugs. The device is designed to aid physicians in individualizing treatment dosages for patients taking drugs that are metabolized through the 2D6 and 2C19 gene products.
Interviewee Background: Fatima Sayyid was the OTT specialist for CYP450 AmpliChip, CYP450 cDNAs, and Anti-Squid KLC. Unfortunately, the license for CYP450 AmpliChip was negotiated prior to Dr. Sayyid beginning work at the OTT. For this reason, Dr. Sayyid was unable to provide us with information regarding this technology.

Bacillus Antracis Interview

NIH Technology Interviews – Bacillus Antracis Protective Protein
03/31/05
Attendees:
RTI: Jeff Petrusa, Alex Rogozhin, Caren Kramer


OTT: Brenda Hefti

Technology Background: Bacillus Antracis Protective Antigen (PA) protein technology is considered a biological material (BM). As a general policy at NIH, biological materials are not patent protected as a way of ensuring that researchers have easy access to the research tool. In this case finding an anthrax vaccine was crucial to national security. This creates a challenging opportunity to evaluate potential impacts through patent research. Additional thinking may be required as to how to measure impact on the research community of a technology that was never patented. 

Interviewee Background: Brenda Hefti is a licensing specialist at OTT, working primarily with negotiating the commercialization and licensing of NIH technologies. The interview was tailored to her expertise in how NIH characterizes their technologies and why some technologies are protected through intellectual property rights (e.g., patents) while others such as the bacillus antracis, are considered BM and not patent protected. As a licensing specialist negotiating with commercial firms, Brenda had an intimate knowledge of the potential spillover opportunities for the technology to be used in various medical fields and potential areas of commercialization. The scientific implications of this technology and any enhancement it may bring to medical research and development of effective clinical applications were not addressed in this interview, because these types of question are more appropriately directed to the inventor. 

Interview Topics:

Primary research opportunity:

-
Contribute to the development of a viable vaccine or therapy for anthrax inhalation infection. 

Spillover research opportunities:

· Cancer applications: particularly as the lethal component of immunotoxin therapies that target specific cancer cell types. 

· PA could be potentially used as a mechanism in a drug that targets antiimmune proteins in viral pathogens.
· Entrance vehicle: creating a tunnel for monoclonal antibodies to enter target specific cells.

Patenting and biological materials:

· PA is a BM and therefore is not covered by a patent: NIH wants to enable access and ensure wide distribution of this research material to interested research parties working to develop vaccines and other therapies.

· Dr. Leppla, who first separated PA from bacillus antracis, holds several patents, but none of them are for this the BM referred to in this interview. 

· NIH had many requests for BM PA, specifically after 2001 attacks using anthrax; therefore NIH contracted List Biological Laboratories, Inc. to produce PA in large quantities (this is rather unusual practice for NIH).

· Currently there are 11 to 12 businesses that have licenses for this technology with NIH. All licenses are related to research to develop an anthrax vaccine and cancer treatment applications. However, currently there are no licenses for the commercialization of a clinical application related to this technology.

Parvovirus Interview
NIH Inventor Interview – Parvovirus
03/31/05
Attendees:
RTI: Sujha Subramanian, Caren Kramer



OTT: Neil Young
 
Interview: Two outcomes: vaccine and production of capsets. Vaccine—it is not yet being used for vaccine. This is in development and has been conducted in human patients. Expects testing for sickle cell patients in 5 years or so. The vaccine is licensed to the University of Liden. Research on Pubmed should find lots of studies with Assay. Try searches like “B19 Baccula Virus” or “Young B19.” Biotrain has assay—licensed from Liden. Patent #s were provided separately via email (YoungN@nhlbi.nih.gov). Also requested citations from his CV, which were provided in the same e-mail.

Fludara Interview

NIH licensing specialist interview – Fludara
03/31/05
Attendes:
RTI: Sujha Subramanian, Caren Kramer


OTT: Susan Ano

Technology Background: Inventors made empty capsets with no viral genetic material, just the coating. Licensing: First filing occurred in the mid-1980s. They licensed to a company to do diagnostic and vaccines, which subcontracted for production. This subcontract licensed around 1990.

Interview: The original company terminated their license, so the subcontractors signed a full license. Vaccine technology is currently being negotiated with a new company. No vaccine is in the market yet, but the technology can be used in theory (the new license will work on this area). Applications: other applications are not likely. She thinks that the product is useful not just for pregnant women being diagnosed, but also for other women. (Some nonpregnant women have strains that produce “slapped cheek syndrome,” a benign rash). Can present issues for others with immunodeficiencies (HIV, sickle cell, etc.), but pregnancy is an important issue because women are at risk for fetal lose. Data: Monitoring branch of NIH collects data, reports, etc. Those would include information on volume. In 2003, $2.3 million in sales (over a 6-month period?), but she did not know information on the number of kits sold. Their company sells worldwide, but the patent is only for the U.S., so the figure above might just be for U.S. sales. Contact in the company (May 2004): Vicky McGrath, vicky.mcgrath@biotrend.ie. Alternative diagnostics: 5 other companies have diagnostics with other technology. Issues with product: not knowledgeable on this. George Keller—the person in OTT to monitor company reports.
Twinrex Interview
NIH Licensing Specialist Interview – Twinrex
03/31/05
Attendees:
RTI: Sujha Subramanian, Caren Kramer



OTT: Susan Ano

Technology Background: Had a hepatitis A strain that was used in the vaccine. There are 2 products: Havrix (a vaccine for hepatitis A) and Twinrex developed out of that (vaccine for hepatitis A and B).

Interview: Both are commercialized now. There is one license to a corporate developer, GlaxoSmithKlein, from 1985 (first agreement). Then key part of agreement in 1996. Filings were made around 1982. First license was nonexclusive, related to strain. Second license is exclusive, focuses on vaccine. Other applications; thinks there’d be other applications, probably within diagnostics not another vaccine. Sales: royalties under both licenses? Volume: 6 months, 2004: $1.1 million under the nonexclusive, $1.2 under exclusive. Sales: 6 months, 2004, $51 million under nonexclusive (worldwide), $155 million under exclusive. For more information on volume, contact Percy Pan at NIH. Contact at company? None she knew of off the top of her head. Alternatives: Roche has new product that is not available in the U.S. yet. Merck or Bayer might be interested. Probably just for hepatitis A, not combo.

APPENDIX J
PILOT ASSESSMENT OF SECONDARY DATA SOURCES AVAILABLE FOR EVALUATION OF NIH-LICENSED TECHNOLOGIES

Pilot Assessment of Secondary Data Sources Available for Evaluation of NIH-Licensed Technologies 

Pilot 1: Rabbit Anti-Squid Kinesin Light Chain (Covance Research Products Inc.)

Framework Assignment: 1st Tier—Generic scientific advancement; 2nd Tier—Basic research tool

Timeline: Patent Filing—N/A
Licensed—1996
Commercialized—1997

Description: Currently there are no commercial applications for this technology.  The Rabbit anti-squid Kinesin Light Chain (KLC) antibody is a polyclonal antibody used in basic research applications related to neurology and basic research related to molecular motors in living cells.  The product is not the first of a kind but is a leading tool used for researching the function of the motor protein kinesin.  However, the product is no longer in production because of exhausted supply and insufficient market interest to generate additional supply.  

Comparative Products: Kinesin light chain antibodies developed from other host organisms, including

· Caenorhabditis elegans,
· Drosophila melanogaster,
· Gallus gallus (chicken),
· Homo sapiens (human),
· Mus musculus (mouse),
· Rattus norvegicus, and
· Strongylocentrotus purpuratus (sea urchin).
In total 14 unique sequences are associated with the previously mentioned 7 host organisms listed in the GENBANK directory as of January 2005.  

Time Frame for Reevaluation: 5 years

The Loligo pealei (squid) variant of the kinesin light chain provides an alternative research tool to be used in research related to molecular motors and neuronal function.  However, this antibody is no longer commercially available.  Supplies were exhausted and no additional efforts have been made to reproduce the Squid variant of the KLC protein in rabbits.  For this reason, RTI recommends reevaluating this technology in 5 years to reassess any possible change to this technology’s discontinued status.

Quantitative Findings:
	Metrics
	Results
	Data Sources
	Comments

	Primary Data Sources- 
	
	
	

	Number of licenses
	1 license
	OTT specialist—Fatima Sayyid 

Inventor—Sven Beushausen 

Licensees firm—Covance Research Products, Inc.
	Inventor no longer employed by NIH, and technology no longer marketed due to exhausted production of polyclonal antibodies.

	Number of research products
	1 product
	
	

	Number of applications
	2 applications

· Neurological function

· Molecular motor research
	
	

	Process optimization
	None identified
	Personal communication with licensed research firms.
	

	Secondary Data Sources
	Database Mining
	
	

	Tech adoption

*Quantity produced or requested
	35 units
	Propriety sales data from licensee company.  Sales from 1997 to present.
	Able to obtain proprietary data because sale of the product has been discontinued.

	Research advancement
	3 citations of seminal paper
	MEDLINE/Pubmed
	This technology is classified as a “biological material” and therefore has no patent number exists, thus we employed a citation search.


Patent Metrics: None.  No patent was filed for this technology.

Qualitative Findings: The KLC is related to neuronal function.  The KLC and its counterpart kinesin heavy chain are the molecular motors that transport proteins across neurons.  The Rabbit Anti-Squid KLC has been used to advance research related to neurological diseases in humans.  In addition, this technology has been used to expand the existing understanding of how a molecular motor works and what functions these motors may serve in the cell.

Seminal Paper:
Beushausen, S., A. Kladakis, and H. Jaffe. 1993. “Kinesin Light Chains: Identification and Characterization of a Family of Proteins from the Optic Lobe of the Squid Loligo pealii.” DNA Cell Biol 12:901–10. [PubMed]
Pilot 2: Human Cytochrome P450 cDNA (Invitrogen, Bristol Myers Squibb, Gentest, XenoTech, LLC., Merck Research Labs, and Noxygen Science Transfer, Inc.)

Framework Assignment: 1st Tier—Drug Development, 2nd Tier—Lead Optimization

Timeline: Patent Filed—1994
Licensed—1996
Commercialized—1996

Description: CYP450s are a protein family that plays central role in biotransformation, metabolism and/or detoxication of xenobiotics or foreign compounds introduced to the human body. In general, these enzymes can be used in drug discovery and lead optimization studies for drug development. While no major clinical applications currently exist, this technology may play an increasing role in the development of personalized medicine as physicians increase the use of genetic diagnostics such as clinical mircoarrys to determine disease treatment therapies.  

Comparative Products: Polyclonal and synthetic versions of the CYP450 enzymes.  These defender technologies quickly become obsolete because of their lack of specificity in comparison with the MAbs.

Time Frame for Reevaluation: 3 years

The shift from the formerly used polycolonal antibodies to the monoclonal antibodies leads to an increase in specificity in locating the presence of subfamilies of CYP450 enzymes.  This was chosen as the comparator because they were the technology most widely used for drug metabolism studies prior to the introduction of CYP450 MAbs.  The reduction in the level of uncertainty will be used to benchmark the incremental improvements provided by this technology.

This technology has been widely accepted by the drug development industry, while additional isoforms of the P450 enzyme family are still being discovered on an almost annual basis and entering the FDA clinical approval.  For this reason, RTI believes that this technology should be reevaluated in 3 years to accurately capture the incremental improvements applied to this technology.

Quantitative Findings:  

	Metrics
	Results
	Data Sources
	Comments

	Primary Data Sources
	
	
	

	Number of licenses
	22 licenses
	OTT specialist—Fatima Sayyid 

Inventor—Harry Gelboin 

Licensees firm—
· Invitrogen 

· Bristol Myers Squibb

· Noxygen Science Transfer, Inc.
	

	Number of research products
	1 product
	
	

	Number of applications
	3 applications

· drug toxicity studies

· adverse drug to drug interaction

· diagnostic (personalize medicine)
	
	

	Process optimization
	50% time reduction in drug to drug inaction studies per compound.

Improved specificity and accuracy in research.

30%–40% Cost reduction to drug development by gaining knowledge of metabolism.

May potentially avert 70 percent of the 100,000 deaths per year related to adverse drug toxicity reactions.
	Personal communication with inventor and licensed research firms
	No effectiveness studies were noted in interviews.

	Secondary Data Sources
	
	
	

	Technology adoption
	CYP450 plays a role in approximately 33% of all R&D activities in the pharmaceutical industry.
	OTT Monitoring Documents
	Unable to obtain sales and market data.  This information is considered confidential by licensees and OTT. 

	Research advancement

Number of publications directly resulting from the NIH Technology
	20 publications
	MEDLINE/PubMed
	


Patent Metrics:
	U.S. Patent
	Issue Date
	Expired
	Renewal Dues Paid at Years
	Litigation Information
	U.S. Patent Citations
	Total Citations

	
	
	
	4
	8
	12
	Amendment
	Rejection
	CS
	CT
	CO
	

	5,939,530
	17-Aug-99
	No
	x
	
	
	0
	4
	3
	0
	0
	3

	6,060,253
	9-May-00
	No
	x
	
	
	2
	3
	0
	0
	0
	0

	6,323,325
	27-Nov-01
	No
	
	
	
	1
	2
	0
	0
	0
	0

	6,335,428
	1-Jan-02
	No
	
	
	
	1
	2
	0
	0
	0
	0

	6,623,960
	23-Sep-03
	No
	
	
	
	1
	2
	0
	0
	0
	0


Qualitative Findings:  The application of this family of monoclonal antibodies in research will reduce the incidence of adverse drug reactions (ADR) causing illness and death from certain drugs and drug-to-drug interactions (DDI).  From our interview it was estimated that the CYP450 panel was used in approximately 33 percent of research and development for new and existing drugs.  

The technology has helped to standardized research efforts in human liver cell research, where each individual’s liver cells have very unique characteristics.  It is estimated that CYP45 has helped to reduce the cost of prescreening analysis by 50 percent.  In addition, the panel of MAbs will reduce time spent on drug toxicity studies for new drugs during drug discovery.  

Improved understanding of toxicity will optimize the allocation of drugs to patients and decrease adverse toxicity reactions.  In the future this technology will lead to commercialization of clinical diagnostic tools which phenotype patients and allow physicians to optimize drug therapies in patients. 

Seminal Paper: No seminal paper found; there are publications for each of the 14 antibodies referenced in panel.     

Pilot 3: Laser Capture Microdissection (Arcturus Engineering, Inc.)

Framework Assignment: 1st Tier—Target Identification; 2nd Tier—Target Validation

Timeline: Patent Filing—1997
Licensed—1997
Commercialized—1997
Description: The Laser Capture Microdissection (LCM) is a method for directly extracting cellular material from a tissue sample using a laser beam to focally activate the special transfer film that bonds specifically to cells identified and targeted by microscopy within the tissue section. The technique can be used to isolate cancerous cells from other tissue in a biopsy sample.  The technology can isolate tumor cells from normal tissue and determine differential gene expression for tumor versus normal tissue as well as staging severity.  This device has been used as a clinical diagnostic tool as well as a research tool.  Applications include diagnosis of cancer and other types of disease, as well as aiding to further understand the genetic variation in certain types of cancers cells.  

Comparative Products: Older biopsy analysis, where pathological analysis is conducted using heterogeneous tissue sample, complicating the analyst’s ability to isolate diseased tissue.  

Time Frame for Reevaluation: 3 years

This technology has broad-reaching applications that are experiencing rapid adoption.  For this reason, RTI recommends a reevaluation of this technology in 3 years to track the adoption of this technology in new areas of research and clinical practice.

Quantitative Findings:

	Metrics
	Results
	Data Sources
	Comments

	Primary Data Sources
	
	
	

	Number of licenses
	1 license
	OTT specialist—Misha Schmilovich 

Inventor—Lance Liotta 

Licensee firm—
· Arcturus Engineering, Inc.
	

	Number of applications
	2—biopsy, and diagnostic
	
	

	Secondary Data Sources
	
	
	

	Tech adoption
	Unable to obtain volume or sales data for this technology.
	OTT documents
	While now data on volume were available, this technology has been ranked as one of the top ten most cited articles in the science literature.

	Research advancement

Number of citations of seminal papers.
	23 citations of seminal paper
	Web of Science
	


Patent Metrics:
	U.S. Patent
	Issue Date
	Expired
	Renewal Dues Paid at Years
	Litigation Information
	U.S. Patent Citations
	Total Citations

	
	
	
	4
	8
	12
	Amendment
	Rejection
	CS
	CT
	CO
	

	5,843,644
	1-Dec-98
	No
	x
	
	
	3
	3
	5
	4
	10
	19

	5,843,657
	1-Dec-98
	No
	x
	
	
	2
	0
	4
	4
	10
	18

	6,010,888
	4-Jan-00
	No
	x
	
	
	3
	2
	3
	2
	6
	11

	6,204,030
	20-Mar-01
	No
	x
	
	
	1
	2
	2
	0
	7
	9

	6,251,467
	26-Jun-01
	No
	x
	
	
	2
	0
	1
	2
	4
	7

	6,251,516
	26-Jun-01
	No
	x
	
	
	1
	1
	0
	3
	6
	9

	6,569,639
	27-May-03
	No
	
	
	
	3
	2
	0
	1
	1
	2

	6,867,038
	15-Mar-05
	No
	
	
	
	2
	0
	0
	0
	0
	0


Qualitative Findings:

Currently LCM is used in laboratory research setting as a tool to excise specific tissues in a variety of proteomic studies.  LCM technology dramatically improves the accuracy of examining tissue samples.  

RTI was unable to identify any significant breakthroughs in medicine or research that were made using this technology.  LCM is currently in clinical trials stage.  The goal of which is to receive FDA approval for LCM to be used in clinical settings.  In the future LCM may be used as a clinical diagnostic tool to improve physicians’ ability to detect cancer at earlier stages.   

Seminal Concept Paper:
Emmert-Buck MR, Bonner RF, Smith PD, Chuaqui RF, Zhuang Z, Goldstein SR, Weiss RA, Liotta LA. 

Laser capture microdissection.

Science. 1996 Nov 8;274(5289):998-1001. 

PMID: 8875945 [PubMed - indexed for MEDLINE]

Seminal Device Paper:
Bonner RF, Emmert-Buck M, Cole K, Pohida T, Chuaqui R, Goldstein S, Liotta LA. 

Laser capture microdissection: molecular analysis of tissue.

Science. 1997 Nov 21;278(5342):1481,1483. No abstract available. 

PMID: 9411767 [PubMed - indexed for MEDLINE]

Pilot 4: CYP450 AmpliChip (Affymetrix, sold to Roche)

Framework Assignment: 1st Tier—Clinical Application; 2nd Tier—Clinical Screening

Timeline: Patent Filing—1999
Licensed—1999
Commercialized—2004(FDA Approved)

Description: First pharmacogenomics diagnostic. Determines polymorphisms/deletions in selected major Phase I drug metabolizing enzyme system (CYP2D6 and 2C19) that metabolize 25% of Rx drugs; major factor in drug-drug interactions, side effects, and failure of therapy.  

NIH licenses their technology to Affymetrix, Inc., which in turn has a marketing agreement with Roche to sell the technology as CYP450. AmpliChip marketed by Roche is the first chip-based test for broad diagnostic use. Also, it is the first microarray technology-based test for comprehensive analyses of two genes that can influence drug efficacy and adverse drug reactions. These variations affect the rate at which an individual metabolizes many common drugs used to treat diseases including depression, schizophrenia, bi-polar disorder, and cardiovascular disease. Knowledge of these variations, when considered with other contributing factors, can help a physician select the best drug and set the right dose for a patient sooner, as well as avoid drugs that may cause the patient to suffer adverse reactions.

Comparative Products: Previous methods for identifying genetic sequence variations include taqman primers, high throughput methods, and methods using mass spectrometers, and polymerase chain reaction (PCR), and PCR/restriction fragment length polymorphism (PCR/RFLP).
Time Frame for Reevaluation: 2 years

Time savings and accuracy improvement are gained through this clinical diagnostic device.  In addition, this device will affect the total number of deaths per year from adverse drug-to-drug and drug toxicity deaths.  FDA only recently, as of December 2004, approved this device for use in a clinical setting.  RTI believes that, over time, as this device becomes more widely used by physicians, the data on incremental improvements in resources savings and mortality rates will improve.  For this reason, RTI recommends reevaluating this technology in 2 years, allowing adequate time for adoption will provide the analyst with more detailed data of the impacts this technology has had on health care.

Quantitative Findings:

	Metrics
	Results
	Data Sources
	Comments

	Primary Data Sources
	
	
	

	Number of licenses
	1 license


	OTT specialist—Fatima Sayyid

Inventor—Joyce Goldstein 

Licensee firm—
· Affymetrix, Inc.
	Finite number of applications was not provided due to widespread adoption of this device.

	Number of applications
	Sighted examples include endocrinology, oncology, ornithology, marine microbiology.
	
	

	Process optimization
	PCR-RFLP or PCR-mismatch RFLP takes usually 2 days (50–100 samples).  Analysis of 2D6 and 2C19 genes using CYP450 AmpliChip can be completed in an 8 hours.
	Personal communication with inventor.
	

	Secondary Data Sources
	
	
	

	Tech adoption
	*Quantity produced or requested.
	OTT Documents
	

	Research advancement

Number of citations of seminal paper
	3 citations
	MEDLINE/PubMed
	


Patent Metrics:
	U.S. Patent
	Issue Date
	Expired
	Renewal Dues Paid at Years
	Litigation Information
	U.S. Patent Citations
	Total Citations

	
	
	
	4
	8
	12
	Amendment
	Rejection
	CS
	CT
	CO
	

	5,912,120
	15-Jun-99
	No
	x
	
	
	1
	2
	0
	0
	0
	0


Qualitative Findings: The CYP450 AmpliChip is the amalgamation of several cutting-edge areas of research including semiconductor manufacturing and combinatorial chemistry.  NIH technology serves only as a fraction of the technology represented in the AmpliChip product.  An NIH inventor discovered 2D6 and 2C19 genes within the cytochrome P450 enzyme family.  These two genes are required for metabolism of over 40 percent of all known drugs. Significant resource savings include the reduction in time required to phenotype individual patients.

Seminal Paper:
de Morais SM, Wilkinson GR, Blaisdell J, Nakamura K, Meyer UA, Goldstein JA.

The major genetic defect responsible for the polymorphism of S-mephenytoin metabolism in humans.

J Biol Chem. 1994 Jun 3;269(22):15419-22. 

PMID: 8195181 [PubMed - indexed for MEDLINE]

Pilot 5: Bacillus anthracis Protective Antigen–Protein (List Biological Laboratories)

Framework Assignment: 1st Tier—Target Identification; 2nd Tier—Target Validation

Timeline: Biological Material—1999 
Licensed—2000
Commercialized—N/A

Description: The protective antigen (PA protein) is one of three components in the anthrax virus.  The PA component of the anthrax bacteria acts as a channel allowing the lethal toxin components to enter and destroy human cells.  NIH was able to isolate the PA protein and make quantities available to commercial research companies.  
NIH considers the product a biological material used in medical research related to the development of potential anthrax therapies, preventive vaccines, and immunotoxin cancer therapies.  There are currently no patents for the biological material.  Patents do exist for work done in extension to, or building off of, PA as a biological material.  Currently there are no commercial applications of the PA protein.  However, the protein does show promise as a potential source for preventive vaccines for anthrax and cancer therapies.  No time frame for the commercialization of this technology was available.  
Comparative Products: Anthrax Vaccine Absorbed (AVA) the current vaccine for B. anthracis infections prevention has several limitations.  These include the following:  AVA has a high degree of adverse reactions in humans, requires six doses over an 18-month period followed by annual boosters, there is no defined vaccine-induced protective level of antibody to PA for evaluating new lots of vaccines, and AVA includes a wild type of PA.  It has been suggested that a modified purified form of PA would resolve the limitations associated with the current AVA vaccine.  

Time Frame for Reevaluation: 5 years

The new technology is a method of producing and recovering PA from a cell or organism (recombinant cell or microorganism).  The technology decribes how to produce and purify modified PA from a nonsporogenic strain of Bacillus anthracis.  The technology allows for a greater quantity of PA to be obtained from these cells or microorganisms than in previously described methods.  The technology is a scalable fermentation and purification process that has been suggested to be suitable for vaccine development and that produces almost three times more product than previous methods.  The process uses a biologically inactive protease-resistant PA variant in a protease-deficient nonsporogenic avirulent strain of B. anthracis (BH445).  RTI recommends reevaluating this technology in 5 years to assess the level of continued adoption in vacinee research and also to examine the impacts this technology has had on cancer drug development.

Quantitative Findings:

	Metrics
	Results
	Data Sources
	Comments

	Primary Data Sources
	
	
	

	Number of licenses
	7 licenses
	OTT specialist—Brenda Hefti

Inventor—Stephen Leppla

Licensee firms—
· List Labs

· Vical

· BioPort

· Structural Genomix

· Merck
	

	Number of applications
	3—vaccine research, cancer drug development, and drug delivery mechanics
	
	

	Process optimization
	None documented
	Personal communication with inventor and licensed research firms
	

	Secondary Data Sources
	
	
	

	Tech adoption
	1,035 units sold (10 months 2004 – 2005)
	OTT monitoring documents
	Adoption declined after unsuccessful attempts to develop an anthrax vaccine.

	Research advancement

Number of publications directly resulting from this NIH technology
	10 publications
	MEDLINE/PubMed
	


Patent Metrics:
	U.S. Patent
	Issue Date
	Expired
	Renewal Dues Paid at Years
	Litigation Information
	U.S. Patent Citations
	Total Citations

	
	
	
	4
	8
	12
	Amendment
	Rejection
	CS
	CT
	CO
	

	5,677,274
	14-Oct-97
	No
	x
	X
	
	0
	1
	1
	0
	4
	5

	5,591,631
	7-Jan-97
	No
	x
	X
	
	1
	3
	2
	0
	2
	4

	6,485,925
	26-Nov-02
	No
	
	
	
	0
	0
	0
	0
	1
	1

	6,592,872
	15-Jul-03
	No
	
	
	
	1
	4
	0
	0
	0
	0


Qualitative Findings: There were no breakthroughs in the development of an anthrax vaccine using this technology.  Knowledge of the Protective Antigen (PA) as a mechanism for delivery of the anthrax toxin to human cells has been applied to other areas of research.  Currently researchers are trying to use PA in delivery of cancer therapies.  The PA creates an opening in the cell outer membrane allowing for the delivery of other substances that may be used to destroy cancerous cells. 

Seminal Paper: None Identified
Pilot 6: Parvovirus B19 Enzyme Immunoassay (MedImmune, Inc.)

Framework Assignment: 1st Tier—Clinical Application; 2nd Tier—Diagnostic

Timeline: Patent filing—mid-1980s
Licensed—1990
Commercialized—1999

Description: This immunoassay is intended for the qualitative detection of IgG antibodies to B19 virus (B19V, previously known as human parvovirus B19) in human serum, lithium heparin, and citrated plasma. This test may be used for testing women of childbearing age to determine their serological status where there is a suspicion of exposure with B19.  B19 infection can put pregnant women at serious risk of fetal loss.  The results of these assays may be used to make a serological determination of past, recent, or current infection with B19.  The clinician should consider the results of these assays as presumptive for risk of fetal infection with B19.  Parvovirus B19 (B19) also potentially causes severe disease in immunocompromised patients
Comparator Products: Several alternatives including serological forms of diagnosis and use of PCR and other assays.  Assays are preferred as they are more timely method for diagnosing and this it is important to rapidly identify the cause of anemia for instance in transplant patients to treat it as soon as possible.1
Time Frame for Reevaluation: 3 years

B19 infection during pregnancy may account for thousands of incidences of fetal loss per annum in Europe, North America and beyond, yet there is currently only minimal screening of pregnant women to assess serological status, and thereby risk of infection, upon becoming pregnant. Whilst major advances in diagnosis of B19 infection have taken place, including standardization of serological and DNA-based detection methodologies, blood donations that are targeted at high-risk groups are only beginning to be screened for B19 as a means of minimizing exposure of at-risk patients to the virus2.  Given that these major changes could occur over the next few years we recommend reassessment in 3 years.
Quantitative and Qualitative Findings:

	Metrics
	Estimates from Secondary Data Sources
	Comments

	Usefulness/Adoption of Product

	Sales

Number of vials sold
	2.3 million in sales (6 months 2003)3
109,524
	The number of doses sold is calculated using the Medicare Lab Fee Schedule value of $21.00.

	Product Benefits

	Early diagnosis in general population 
	· Parvovirus B19 infection may cause a serious illness in persons with sickle-cell disease or similar types of chronic anemia.  In such persons, parvovirus B19 can cause an acute, severe anemia. 

· Persons who have problems with their immune systems may also develop a chronic anemia.
· Occasionally, serious complications may develop from parvovirus B19 infection during pregnancy.  Early diagnosis can be helpful.
	The product adds value by allowing earlier diagnosis of Parvovirus B19 so treatment can be initiated.  In the majority of the cases the infection is mild and results in no adverse impacts.4

	Early diagnosis in pregnancy
	· Up to 50% of women are non-immune and susceptible to Parvovirus B19 infection.  Infection may result in anemia, spontaneous abortion, and/or hydrops fetalis. 
	Early diagnosis of B19V infection will identify those at risk and may allow for early intervention therapy, thereby improving fetal survival.5

	Comparative assessment
	· No data available on relative benefits compared with alternatives
	

	Public Health Benefits/Harms

	Fetal deaths avoided/

Lives saved
	· No data available on current direct public health benefits.

· The annual incidence of acute parvovirus in pregnancy has been estimated at 1 in 400 pregnancies. In approximately 30% of those cases, the infection is transmitted to the fetus6. Therefore, if routine screening is offered then potentially 1 in 1,200 fetal deaths can be avoided.
	Need to assess contribution of NIH technology and resulting product potentially by using % of market share and quality (sensitivity/specificity) of the product.


Patent Metrics:
	U.S. Patent
	Issue Date
	Expired
	Renewal Dues Paid at Years
	Litigation Information
	U.S. Patent Citations
	Total Citations

	
	
	
	4
	8
	12
	Amendment
	Rejection
	CS
	CT
	CO
	

	5,449,608
	12-Sep-95
	No
	x
	x
	
	1
	2
	1
	0
	5
	6

	5,508,186
	16-Apr-96
	No
	x
	x
	
	5
	2
	1
	0
	12
	13

	5,827,647
	27-Oct-98
	No
	x
	
	
	2
	2
	0
	0
	2
	2

	5,916,563
	29-Jun-99
	No
	x
	
	
	5
	2
	2
	0
	6
	8

	6,132,732
	17-Oct-00
	No
	x
	
	
	4
	4
	1
	0
	3
	4

	6,558,676
	6-May-03
	No
	
	
	
	4
	3
	0
	0
	0
	0


References:
1 Gallinella G et al. Occurrence and Clinical Role of Active Parvovirus B19 Infection in Transplant Recipients. Eur J Clin Microbiol Infect Dis. 1999;18:811-813.
2 Corcoran A, Doyle S. Advances in the biology, diagnosis and host-pathogen interactions of parvovirus B19.  J Med Microbiol. 2004 Jun;53(Pt 6):459-75
3 Provided by Susan Ano, OTT/NIH.
4CDC—Parvovirus Infection (the fifth disease) http://www.cdc.gov/ncidod/diseases/parvovirus/B19.htm
5 Enders M et al. Fetal morbidity and mortality after acute human parvovirus b19 infection in pregnancy: prospective evaluation of 1018 cases. Obstet Gynecol Surv. 2005 Feb;60(2):83-4.

6 Murphy J, Jones D. Managing the gravida with parvovirus.  Accessed on 5/20/05 http://www.obgmanagement.com/content/obg_featurexml.asp?file=2000/11/obg_1100_00054.xml
Pilot 7: Fludara (Berlex Laboratories)

Framework Assignment: 1st Tier—Clinical Application; 2nd Tier—Treatment

Timeline: Patent filing—N/A
Licensing Agreement—N/A
Commercialized—1991
Description: The product is a DNA polymerase inhibitor (fludarabine) that has been shown to have potent activity in the treatment of B-cell chronic lymphocytic leukemia (CLL).  Fludara is a cancer chemotherapeutic drug, 2-F-araA and is administered via injection for the treatment refractory CLL.  CLL is the most prevalent form of adult leukemia, in the Western Hemisphere, affecting approximately 120,000 patients in the United States and Europe. The natural history of CLL may vary considerably from person to person.  Some patients may become sick within a short time of diagnosis; others live comfortably for years without problems.  Determining which patients are most likely to get sick, and therefore are most likely to benefit from treatment of the disease, has been a challenge for doctors. 
Fludara is also used for the treatment of non-Hodgkin's lymphoma (NHL), one of the fastest growing cancers world-wide.  Fludara is given as part of a combination therapy and individuals experience less side effects including nausea, vomiting, or hair loss.  Standard therapy with fludarabine consists of 25 mg/m2 per day given intravenously for five consecutive days, for a total of six cycles, 28 days apart, or two cycles beyond maximum response.
Comparative Products: Fludarabine is a relative newcomer to the treatment of CLL but this medicine is showing promise as a way to induce a partial or complete remission of the disease.  Cladribine (2-CdA) is a medicine similar to fludarabine, with similar side effects.
For NHL, other therapies such as chlorambucil with or without prednisone; cyclophosphamide, vincristine, and prednisone; cyclophosphamide, doxorubicin, vincristine, and prednisone; or rituximab may be appropriate alternatives. Choice of treatment should be determined by patient preferences, clinical judgment, and drug availability and should take into account factors such as the route of administration, the risk of infection, and outcomes of interest1.
Time Frame for Reevaluation: 3 years

We suggest reevaluation in 3 years as there is a growing pool on literature on the use of Fludara for both CCL and NHL.  Future studies and manuscripts may provide a more thorough review and also information on HRQL.
Quantitative Findings:

	Metrics
	Estimates from Secondary Data Sources
	Comments

	Usefulness/Adoption of Product

	Sales

Number of vials sold
	$149 million2 (2002)

405,972
	The number of doses sold is calculated using Red Book unit cost of $367.02

	Outcomes and Resource Use

	Adverse events 
	· 36% of patients who received high dosage developed severe neurotoxicity.3
· Major toxic effects include infections (grade 3 and 4 WHO), granulocytopenia (mainly grade 3) and nausea.4,5
	A recent European study has shown that oral administration has the same adverse events as IN injection. Oral medication is generally preferred by patients.6

	Deaths avoided/

survival rates
	· Medium survival rates for IV infusion was 43–54 weeks for CLL3,7

· Complete response rate was significantly higher for (RR 1.87, 95% CI 1.10-3.19, P=0.02), while overall response, though superior, did not reach statistical significance (RR 1.22, 95% CI=0.88-1.69, P=0.24). Overall survival was similar (the pooled log hazard ratio of death, HR=-0.05, 95% CI=-0.36-0.26, P=0.75) and infection rate was significantly higher (RR 1.58, 95% CI=1.10-2.27, P=0.01),
· Fludarabine for NHL showed superior response rate (28% versus 11%; p = 0.019), superior progression-free survival in responding patients (p = 0.02) but difference in overall survival.

	Patients refractory to at least one prior standard alkylating-agent containing regimen.
Meta analysis of 5 randomized studies comparing Fludarabine to alkylator-based chemotherapy 8.

Fludarabine compared with the combination of cyclophosphamide, doxorubicin, and prednisone in  randomized trials.

	Hospitalizations avoided
	· Administration can be performed in 30 minutes and this avoids the need for hospitalization.
	

	Public Health Benefits/Harms

	Overall benefits/harms
	· The degree to which beneficial impacts outweigh harms is difficult to quantify as there is no systematic comparison of  HRQL5.

· One study did find that there was modest improvement in HRQL with the use of Fludarabine compared to combination therapy (1.45 quality adjusted life years)9.
	Meta analysis performed did not provide details on HRQL benefits and this is important as there is no survival difference.

This study was performed on patients with advanced CLL.

	Reduction in work loss
	Individuals undergoing treatment with Fludara anecdotally miss less time from work.
	


Patent Metrics:
	U.S. Patent
	Issue Date
	Expired
	Renewal Dues Paid at Years
	Litigation Information
	U.S. Patent Citations
	Total Citations

	
	
	
	4
	8
	12
	Amendment
	Rejection
	CS
	CT
	CO
	

	4,188,378
	12-Feb-80
	NA
	NA
	NA
	NA
	NA
	NA
	4
	0
	7
	11

	4,210,745
	1-Jul-80
	NA
	NA
	NA
	NA
	NA
	NA
	3
	0
	7
	10

	4,357,324
	2-Nov-82
	No record of expiration
	x
	x
	x
	0
	0
	2
	0
	7
	9

	5,034,518
	23-Jul-91
	No
	x
	x
	x
	1
	2
	1
	0
	5
	6

	5,384,310
	24-Jan-95
	No
	x
	x
	
	2
	4
	1
	0
	4
	5

	5,661,136
	26-Aug-97
	No
	x
	x
	
	2
	2
	0
	0
	0
	0


NA = Not Available.

References:
1 Hematology Disease Site Group – Cancer Care Ontario Canada. Treatment with fludarabine for patients with follicular and other low grade Non-Hodgkin’s Lymphoma and Waldenstrom’s Macroglobulinemia 2001 Nov. 18.  Accessed on May 23, 2005 .http://www.guideline.gov/summary/summary.aspx?ss=15&doc_id=4982&nbr=3528

2NEW MEDICINE’s Oncology KnowledgeBASE ( ), August 2003. Taken from Future Oncology sample copy, AUGUST 31, 2003 VOLUME 7, NUMBER 6/7.

3Fludara Product Information from http://www.fludara.com/FludaraPI.pdf

4Fenchel K et al. Clinical experience with fludarabine and its immunosuppressive effects in pretreated chronic lymphocytic leukemias and low-grade lymphomas. Leuk Lymphoma. 1995 Aug;18(5-6):485-92.

5Hyde C, Wake B, Bryan S, Barton P, Fry-Smith A, Davenport C, et al. Fludarabine as second-line therapy for B cell chronic lymphocytic leukaemia: a technology assessment. Health Technol Assess 2002;6(2).
6Boogaerts MA et al. Activity of oral fludarabine phosphate in previously treated chronic lymphocytic leukemia. J Clin Oncol. 2001 Nov 15;19(22):4252-8.

7Grever MR et al. Fludarabine monophosphate: a potentially useful agent in chronic lymphocytic leukemia. Nouv Rev Fr Hematol. 1988;30(5-6):457-9.

8 Zhu Q et al. Fludarabine in comparison to alkylator-based regimen as induction therapy for chronic lymphocytic leukemia: a systematic review and meta-analysis. Leuk Lymphoma. 2004 Nov;45(11):2239-45.
	9 Levy et al. Evaluating treatment strategies in chronic lymphocytic leukemia: use of quality-adjusted survival analysis. J Clin Epidemiol. 2001 Jul;54(7):747-54.
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Pilot 8: Twinrix® (GlaxoSmithkline) (NIH technology—Hepatitis A strain used to develop Havrix)

Framework Assignment: 1st Tier—Clinical Application; 2nd Tier—Vaccine

Timeline: Patent filing—1982
Licensed—1985;1996
Commercialized—2001
Description: This vaccine protects against two of the most common infectious diseases that represent serious health problems, hepatitis A and B.  Twinrix is made of the antigenic components used in Havrix and Engerix-B.  Twinrix is indicated for vaccination of persons aged >18 years against hepatitis A and B and is licensed in more than 70 countries.  Any person in this age group having an indication for both hepatitis A and B vaccination can be administered Twinrix, including patients with chronic liver disease, users of illicit injectable drugs, men who have sex with men, and persons with clotting factor disorders who receive therapeutic blood products.  Safety and efficacy have been studied in 14 clinical trials.  Twinrix Junior® is approved in Canada and Europe for children at risk of infections from 1 to 15 years. 

Comparative Products: Several vaccines are available for hepatitis A and B separately, but Twinrix is the world’s only combination hepatitis A and B vaccine.  This combination vaccine allows the dosage to be reduced from 5 to 3 doses, which can increase compliance and the potential for improved tolerability.  This should result in reduction in staff time and administration costs.  
Time Frame for Reevaluation: 5 years
Given that the drug was only approved 4 years ago, we recommend a reassessment in 5 years to allow studies on long-term effectiveness to be performed and the manuscripts to be published.  In addition, real world data on compliance and cost will be critical to evaluate the benefits of this technology.
Quantitative Findings:

	Metrics
	Estimates from Secondary Data Sources
	Comments

	Usefulness/Adoption of Product

	Sales

Number of doses sold  
	$155 million in sales (6 months 2004)1

1,663,090
	The number of doses sold is calculated using Red Book unit cost of $93.20.

	Outcomes & Resource Use

	Protective antibodies for HAV and HBV
	· 100%—hepatitis A 

· 89%–95%—hepatitis B2
· Combined vaccine response rate is similar to that of monovalent vaccines3.
	6-year follow-up data; two adult cohorts (n = 40 and n = 47).

Systematic review of 5 pivotal studies.

	Adverse events
	· Mild and similar to other monovalent vaccines.

· Soreness (37%); headache (22%); fatigue (14%)4.
	Based on clinical trials of 6,543 doses to 2,299 individuals.

Adverse events reported by 389 subjects in U.S. clinical trial.

	Deaths and hospitalizations avoided

(compared to hepatitis B vaccine alone)
	· Hepatitis A-B vaccine would prevent 29,796 work-loss-days, 222 hospitalizations, 6 premature deaths, and the loss of 214 QALYs. 

· Added vaccination costs of $5.4 million would be more than offset by $1.9 million and $6.1 million reductions in hepatitis A treatment and work loss costs, respectively.5
	Results from Markov modeling of cohort of 100,000 hypothetical healthcare workers with hepatitis A rates twice the national average.  Estimates were sensitive to community-wide hepatitis A rates and the degree to which childhood vaccination reduced future rates.

	Public Health Benefits/Harms

	Quality adjusted life years
	· 214 QALYs per 100,000 public health workers.

· No data available for the average population.  The potential benefits of this technology compared to current monovalent vaccines are increased compliance, reduction in number of physician visits and reduced cost3.
	The data is from one modeling study and therefore should be interpreted with caution5. 


Patent Metrics:

	U.S. Patent
	Issue Date
	Expired
	Renewal Dues Paid at Years
	Litigation Information
	U.S. Patent Citations
	Total Citations

	
	
	
	4
	8
	12
	Amendment
	Rejection
	CS
	CT
	CO
	

	4,532,215
	30-Jul-85
	27-Jul-97
	x
	x
	Drop
	1
	5
	0
	4
	6
	10

	4,620,978
	4-Nov-86
	No
	x
	x
	x
	0
	1
	2
	4
	5
	11

	4,636,469
	13-Jan-87
	No
	x
	x
	x
	1
	1
	0
	4
	4
	8

	4,894,228
	16-Jan-90
	16-Jan-02
	x
	x
	Drop
	2
	1
	0
	8
	9
	17

	RE37,381
	18-Sep-00
	Ext. to patent 4,894,228
	
	
	x
	4
	4
	0
	0
	0
	0


Qualitative Findings:
Overall, this vaccine has been well studied in over 12 clinical trials.  There appear to be no major adverse events associated with the vaccine, but long-term data on clinical effectiveness in the real world setting based on large populations are yet to accrue since the vaccine was only approved in 2001.  
References:
1 Provided by Susan Ano, OTT/NIH.
2 Van Damme et al. Long-term persistence of antibodies induced by vaccination and safety follow-up, with the first combined vaccine against hepatitis A and B in children and adults. J Med Virol. 2001 Sep;65(1):6-13.

3 Van Damme et al  A review of the efficacy, immunogenicity and tolerability of a combined hepatitis A and B vaccine June 2004, Vol. 3, No. 3, Pages 249-267. 

4 Prescribing Information. Available at http://us.gsk.com/products/assets/us_twinrix.pdf#search='Twinrix'

5 Jacobs RJ et a. Cost-effectiveness of hepatitis A-B vaccine versus hepatitis B vaccine for healthcare and public safety workers in the western United States. Infect Control Hosp Epidemiol. 2004 Jul;25(7):563-9.

APPENDIX K
SELECTED ABSTRACTS FROM PILOT TEXT LITERATURE REVIEW

Sited Articles

Rabbit Anti-Squid Kinesin Light Chain
Kinesin light chains: identification and characterization of a family of proteins from the optic lobe of the squid Loligo pealii.

Beushausen S, Kladakis A, Jaffe H.

Laboratory of Neurobiology, National Institutes for Neurological Disorders and Stroke, National Institutes of Health, Bethesda, MD 20892.

Multiple transcripts coding for kinesin light chain isoforms are present in the tissues of the squid Loligo pealii. Isoform diversity arises through alternative RNA splicing in the amino and carboxyl termini of the putative proteins. Comparison to rat and Drosophila proteins demonstrates a remarkable conservation of structural domains and regulatory motifs. We have identified a PEST domain that may be the site of degradative uncoupling of kinesin functions. Selective transcript distribution occurs in disparate tissues, suggesting an adaptation toward specialized functions. Expression is highest in the nervous system and some evidence for neural-specific transcripts is provided. In neurons, this may relate to the differential targeting of specific membrane-bound organelles such as synaptic vesicles.

PMID: 8274223 [PubMed - indexed for MEDLINE]


  
The C-terminal region of the stalk domain of ubiquitous human kinesin heavy chain contains the binding site for kinesin light chain.

Diefenbach RJ, Mackay JP, Armati PJ, Cunningham AL.

Centre for Virus Research, Westmead Institutes of Health Research, Westmead Hospital, NSW, Australia. russelld@westgate.wh.usyd.edu.au

The motor protein kinesin is a heterotetramer composed of two heavy chains of approximately 120 kDa and two light chains of approximately 65 kDa protein. Kinesin motor activity is dependent on the presence of ATP and microtubules. The kinesin light chain-binding site in human kinesin heavy chain was determined by reconstituting in vitro a complex of recombinant heavy and light chains. The proteins expressed in bacteria included oligohistidine-tagged fragments of human ubiquitous kinesin heavy chain, spanning most of the stalk and all of the tail domain (amino acids 555-963); and untagged, essentially full-length human kinesin light chain (4-569) along with N-terminal (4-363) and C-terminal (364-569) light chain fragments. Heavy chain fragments were attached to Ni2+-charged beads and incubated with untagged light chain fragments. Analysis of eluted complexes by SDS-PAGE and immunoblotting mapped the light chain-binding site in heavy chain to amino acids 771-813, a region close to the C-terminal end of the heavy chain stalk domain. In addition, only the full-length and N-terminal kinesin light chain fragments bound to this heavy chain region. Within this heavy chain region are four highly conserved contiguous heptad repeats (775-802) which are predicted to form a tight alpha-helical coiled-coil interaction with the heptad repeat-containing N-terminus of the light chain, in particular region 106-152 of human light chain. This predicted hydrophobic, alpha-helical coiled-coil interaction is supported by both circular dichroism spectroscopy of the recombinant kinesin heavy chain fragment 771-963, which displays an alpha-helical content of 70%, and the resistance of the heavy/light chain interaction to high salt (0.5 M).

PMID: 9843434 [PubMed - indexed for MEDLINE]
Immunochemical analysis of kinesin light chain function.

D L Stenoien and S T Brady

Department of Cell Biology and Neuroscience, University of Texas Southwestern Medical Center, Dallas 75235-9111, USA.

The kinesin heterotetramer consists of two heavy and two light chains. Kinesin light chains have been proposed to act in binding motor protein to cargo, but evidence for this has been indirect. A library of monoclonal antibodies directed against conserved epitopes throughout the kinesin light chain sequence were used to map light chain functional architecture and to assess physiological functions of these domains. Immunocytochemistry with all antibodies showed a punctate pattern that was detergent soluble. A monoclonal antibody (KLC-All) made against a highly conserved epitope in the tandem repeat domain of light chains inhibited fast axonal transport in isolated axoplasm by decreasing both the number and velocity of vesicles moving, whereas an antibody against a conserved amino terminus epitope had no effect. KLC-All was equally effective at inhibiting both anterograde and retrograde transport. Neither antibody inhibited microtubule-binding or ATPase activity in vitro. KLC-All was unique among antibodies tested in releasing kinesin from purified membrane vesicles, suggesting a mechanism of action for inhibition of axonal transport. These results provide further evidence that conventional kinesin is a motor for fast axonal transport and demonstrate that kinesin light chains play an important role in kinesin interaction with membranes.
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Identification of the human cytochromes p450 responsible for in vitro formation of R- and S-norfluoxetine.

Ring BJ, Eckstein JA, Gillespie JS, Binkley SN, VandenBranden M, Wrighton SA.

Department of Drug Disposition, Lilly Research Laboratories, Eli Lilly and Co., Indianapolis, Indiana, USA. ring_barbara_j@lilly.com

The formation of R- and S-norfluoxetine was analyzed in vitro in human liver microsomes. Low apparent K(m) values for R-norfluoxetine formation of < or =8 microM and S-norfluoxetine of <0.2 microM were determined. R-Norfluoxetine formation rates in a characterized microsomal bank correlated with the catalytic activities for cytochrome P450 (CYP) 2D6, CYP2C9, and CYP2C8. Expressed CYP2C9, CYP2C19, and CYP2D6 formed R-norfluoxetine following incubation with 1 microM R-fluoxetine and exhibited apparent K(m) values of 9.7, 8.5, and 1.8 microM, respectively. Multivariate correlation analysis identified CYP2C9 and CYP2D6 as significant regressors with R-norfluoxetine formation. Antibodies to the CYP2C subfamily and CYP2D6 each exhibited moderate inhibition of R-norfluoxetine formation. Therefore, CYP2D6 and CYP2C9 contribute to this biotransformation. At pharmacological concentrations of S-fluoxetine, S-norfluoxetine formation rates in the bank of microsomes were found to correlate only with CYP2D6 catalytic activity and only expressed CYP2D6 was found to be capable of forming S-norfluoxetine. Thus, it would appear that both CYP2D6 and CYP2C9 contribute to the formation of R-norfluoxetine, whereas only CYP2D6 is responsible for the conversion to S-norfluoxetine. Since the enantiomers of fluoxetine and norfluoxetine are inhibitors of CYP2D6, upon chronic dosing, the CYP2D6-mediated metabolism of the fluoxetine enantiomers would likely be inhibited, resulting in R-norfluoxetine formation being mediated by CYP2C9 and S-norfluoxetine formation being mediated by multiple high K(m) enzymes.

PMID: 11356927 [PubMed - indexed for MEDLINE] 



  
Polymorphisms of the GSTM1 and CYP2D6 genes associated with susceptibility to lung cancer in Chinese.

Gao Y, Zhang Q.

Research Unit of Molecular Toxicology, School of Public Health, Sun Yat-sen University of Medical Sciences, Guangzhou, China. gzfyzb@gzsums.edu.cn

The case-control study was conducted to examine the association between GSTM1 null and CYP2D6Ch (T(188)/T) genotypes and lung cancer risk among Chinese of Han nationality living in Guangdong. All 191 subjects were investigated with unitary questionnaire and their DNAs were isolated from peripheral lymphocytes by standard procedures with proteinase K digestion and phenol/chloroform extraction. GSTM1(-) was detected with polymerase chain reaction (PCR) in all 191 subjects, involving 59 lung cancer cases, 59 hospital controls and 73 healthy controls. The frequencies of GSTM1(-) were not significantly different between the cases and the two controls overall. However, among adenocarcinoma of lung, the frequency of GSTM1(-) (76.9%) appeared to be higher than that in controls (49.2%), and the odd radios were 3.42-3.45. The results suggested an elevated risk for adenocarcinoma of lung would be shown by GSTM1(-). Using polymerase chain reaction-restriction fragment length polymorphisms (PCR-RFLP) to detect CYP2D6 T(188)/T genotype in 59 lung cancer patients and 59 hospital controls, it showed no significant difference between the two groups. However, non-smokers with non-T(188)/T (C(188)/C or C(188)/T) genotype showed 3.78-folds increased risk of lung cancer compared with those with T(188)/T genotype (P=0.036). The data did not suggest a substantial interaction effect between GSTM1 and CYP2D6 polymorphisms and the risk of lung cancer. Additionally, among Chinese (Han) of Guangdong, the frequency of CYP2D6 T(188) allele appeared to be 57.2%, and GSTM1(-) to be 51.8%.

PMID: 10521684 [PubMed - indexed for MEDLINE]


  
Differential effects of diabetes on CYP2E1 and CYP2B4 proteins and associated drug metabolizing enzyme activities in rabbit liver.

Arinc E, Arslan S, Adali O.

Department of Biological Sciences, Biochemistry Graduate Programme, Middle East Technical University, 06531, Ankara, Turkey, earinc@metu.edu.tr.

The effects of diabetes on cytochrome P450 (CYP)-dependent drug metabolizing enzymes are yet to be clarified. The most widely used animals in these studies have been rats, and information on the effects of diabetes on rabbit liver drug metabolizing enzymes have been unavailable until now. In this study, for the first time, a significant induction of liver CYP2E1 is demonstrated via immunoblot analysis in alloxan-induced rabbits. The CYP2E1 content of diabetic microsomes was highly correlated with the activities of liver aniline 4-hydroxylase (r=0.82, p<0.05), and p-nitrophenol hydroxylase (r=0.86, p<0.01), and diabetes increased the activities of the enzymes associated with CYP2E1. The activities of aniline 4-hydroxylase and p-nitrophenol hydroxylase were significantly increased by 1.7 and 1.8-fold, respectively compared to those of control rabbits. In marked contrast, diabetes had no effect on the protein levels of CYP2B4 as determined by immunoblotting and on benzphetamine N-demethylase activity, which is known to be specifically metabolized by CYP2B4 in rabbit liver. The present study demonstrates that diabetes increases the activities of CYP2E1 and associated enzymes but does not change the activity levels of CYP2B4 and associated enzymes in diabetic rabbits. These findings are in contrast to those of mice, hamsters and rats, and that suggest the presence of species-dependent responses of CYP-dependent drug metabolizing enzymes to diabetes.

PMID: 15906000 [PubMed - as supplied by publisher] 
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Laser-capture microdissection: opening the microscopic frontier to molecular analysis.

Simone NL, Bonner RF, Gillespie JW, Emmert-Buck MR, Liotta LA.

Laboratory of Pathology, National Cancer Institute, Bethesda, MD 20895, USA.

As the list of expressed human genes expands, a major scientific challenge is to understand the molecular events that drive normal tissue morphogenesis and the evolution of pathological lesions in actual tissue. Laser capture microdissection (LCM) has been developed to provide a reliable method to procure pure populations of cells from specific microscopic regions of tissue sections, in one step, under direct visualization. The cells of interest are transferred to a polymer film that is activated by laser pulses. The exact morphology of the procured cells (with intact DNA, RNA and proteins) is retained and held on the transfer film. With the advent of LCM, cDNA libraries can be developed from pure cells obtained directly from stained tissue, and microhybridization arrays of thousands of genes can now be used to examine gene expression in microdissected human tissue biopsies. The fluctuation of expressed genes or alterations in the cellular DNA that correlate with a particular disease stage can ultimately be compared within or between individual patients. Such a fingerprint of gene-expression patterns can provide crucial clues for etiology and might, ultimately, contribute to diagnostic decisions and therapies tailored to the individual patient. Molecules found to be associated with a defined pathological lesion might serve as imaging ot therapeutic targets.
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Laser-capture microdissection: opening the microscopic frontier to molecular analysis.

Simone NL, Bonner RF, Gillespie JW, Emmert-Buck MR, Liotta LA.

Laboratory of Pathology, National Cancer Institute, Bethesda, MD 20895, USA.

As the list of expressed human genes expands, a major scientific challenge is to understand the molecular events that drive normal tissue morphogenesis and the evolution of pathological lesions in actual tissue. Laser capture microdissection (LCM) has been developed to provide a reliable method to procure pure populations of cells from specific microscopic regions of tissue sections, in one step, under direct visualization. The cells of interest are transferred to a polymer film that is activated by laser pulses. The exact morphology of the procured cells (with intact DNA, RNA and proteins) is retained and held on the transfer film. With the advent of LCM, cDNA libraries can be developed from pure cells obtained directly from stained tissue, and microhybridization arrays of thousands of genes can now be used to examine gene expression in microdissected human tissue biopsies. The fluctuation of expressed genes or alterations in the cellular DNA that correlate with a particular disease stage can ultimately be compared within or between individual patients. Such a fingerprint of gene-expression patterns can provide crucial clues for etiology and might, ultimately, contribute to diagnostic decisions and therapies tailored to the individual patient. Molecules found to be associated with a defined pathological lesion might serve as imaging ot therapeutic targets.
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Characterization of intracellular prostate-specific antigen from laser capture microdissected benign and malignant prostatic epithelium.

Ornstein DK, Englert C, Gillespie JW, Paweletz CP, Linehan WM, Emmert-Buck MR, Petricoin EF 3rd.

Urologic Oncology Branch, National Cancer Institute, NIH, Bethesda, Maryland 20892, USA.

The proportion of unbound serum prostate-specific antigen (PSA; percent-free PSA) is reported to be lower in men with prostate cancer compared to men with benign prostates (U. H. Stenman et al., Cancer Res., 51: 222-226, 1991; H. Lilja et al., Clin. Chem., 37: 1618-1625, 1991; D. L. Woodrum et al., J. Urol., 159: 5-12, 1998; W. J. Catalona et al., J. Am. Med. Assoc., 279: 1542-1547, 1998). The majority of immunoreactive PSA in serum is complexed to alpha-1-antichymotrypsin (ACT). Two major mechanistic questions have previously been unknown: (a) Does PSA in human prostate cancer cells in tissue exist in a free or bound form? and (b) Is PSA produced by malignant cells in the free form because it has lost the ability to form a complex with ACT? Laser capture microdissection (LCM) enables the acquisition of pure populations of defined cell types from tissue (M. R. Emmert-Buck et al., Science, 274: 998-1001, 1996; R. F. Bonner et al., Science, 278: 1481-1483, 1997). This technology provides a unique opportunity to study intracellular protein composition and structure from human cells. In this study, we used LCM to assess the bound versus free form of intracellular PSA in both benign and malignant epithelium procured from prostate tissue. One-dimensional and two-dimensional PAGE were performed on cellular lysates from LCM-procured benign and malignant prostate epithelium from frozen tissue specimens. Western blotting analysis of one-dimensional PAGE gels revealed a strong band at M(r) 30,000 (expected molecular weight of unbound PSA) in all cases demonstrating that the vast majority of intracellular tumor and normal PSA exists within cells in the "free" form. Binding studies showed that PSA recovered from LCM-procured cells retained the full ability to bind ACT, and two-dimensional PAGE Western analysis demonstrated that the PSA/ACT complex was stable under strong reducing conditions. We conclude that intracellular PSA exists in the "free" form and that binding to ACT occurs exclusively outside of the cell.

PMID: 10690510 [PubMed - indexed for MEDLINE]
CYP450 AmpliChip
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Development of an edema factor-mediated cAMP-induction bioassay for detecting antibody-mediated neutralization of anthrax protective antigen.

Zmuda JF, Zhang L, Richards T, Pham Q, Zukauskas D, Pierre JL, Laird MW, Askins J, Choi GH.

Human Genome Sciences, Inc., 14200 Shady Grove Road, Rockville, MD 20850, USA.

Intoxication of mammalian cells by Bacillus anthracis requires the coordinate activity of three distinct bacterial proteins: protective antigen (PA), edema factor (EF), and lethal factor (LF). Among these proteins, PA has become the major focus of work on monoclonal antibodies and vaccines designed to treat or prevent anthrax infection since neither EF nor LF is capable of inducing cellular toxicity in its absence. Here, we present the development of a sensitive, precise, and biologically relevant bioassay platform capable of quantifying antibody-mediated PA neutralization. This bioassay is based on the ability of PA to bind and shuttle EF, a bacterial adenylate cyclase, into mammalian cells leading to an increase in cAMP that can be quantified using a sensitive chemiluminescent ELISA. The results of this study indicate that the cAMP-induction assay possesses the necessary performance characteristics for use as both a potency-indicating release assay in a quality control setting and as a surrogate pharmacodynamic marker for ensuring the continued bioactivity of therapeutic antibodies against PA during clinical trials.

PMID: 15847796 [PubMed - in process] 

Parvovirus B19

	Eur J Clin Microbiol Infect Dis. 1999 Nov;18(11):811-3.
	Related Articles, [image: image23.png]


[image: image24.png]


Links 




  
Occurrence and clinical role of active parvovirus B19 infection in transplant recipients.

Gallinella G, Manaresi E, Venturoli S, Grazi GL, Musiani M, Zerbini M.

Department of Clinical and Experimental Medicine, Ospedale S. Orsola, University of Bologna, Italy.

To evaluate the occurrence and clinical role of active parvovirus B19 infection in solid organ and bone marrow transplant recipients, 256 serum samples from 212 transplant patients were investigated retrospectively by competitive polymerase chain reaction. Sera were drawn during the transplantation period and up to 6 months after transplantation during a nonepidemic 1-year period. Three patients were found positive for B19 DNA; only one liver transplant patient had a clinically overt B19 infection. Overall, the rate of active parvovirus B19 infection in transplant subjects was low (1.42%), probably due to the high number of actively or passively immunized subjects among transplant recipients; this may also account for the asymptomatic infections observed.
	J Med Microbiol. 2004 Jun;53(Pt 6):459-75.
	




  
Advances in the biology, diagnosis and host-pathogen interactions of parvovirus B19.

Corcoran A, Doyle S.

National Institute for Cellular Biotechnology, Department of Biology, National University of Ireland Maynooth, Maynooth, Co. Kildare, Ireland. amanda.corcoran@may.ie

Increased recognition of parvovirus B19 (B19), an erythrovirus, as a significant human pathogen that causes fetal loss and severe disease in immunocompromised patients has resulted in intensive efforts to understand the pathogenesis of B19-related disease, to improve diagnostic strategy that is deployed to detect B19 infection and blood-product contamination and, finally, to elucidate the nature of the cellular immune response that is elicited by the virus in diverse patient cohorts. It is becoming clear that at least three related erythrovirus strains (B19, A6/K71 and V9) are circulating in the general population and that viral entry into target cells is mediated by an expanding range of cellular receptors, including P antigen and beta-integrins. Persistent infection by B19 is emerging as a contributory factor in autoimmune disease, a hypothesis that is constrained by the detection of B19 in the skin of apparently healthy individuals. B19 infection during pregnancy may account for thousands of incidences of fetal loss per annum in Europe, North America and beyond, yet there is currently only minimal screening of pregnant women to assess serological status, and thereby risk of infection, upon becoming pregnant. Whilst major advances in diagnosis of B19 infection have taken place, including standardization of serological and DNA-based detection methodologies, blood donations that are targeted at high-risk groups are only beginning to be screened for B19 IgG and DNA as a means of minimizing exposure of at-risk patients to the virus. It is now firmly established that a Th1-mediated cellular immune response is mounted in immunocompetent individuals, a finding that should contribute to the development of an effective vaccine to prevent B19 infection in selected high-risk groups, including sickle-cell anaemics.
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Fetal morbidity and mortality after acute human parvovirus B19 infection in pregnancy: prospective evaluation of 1018 cases.

Enders M, Weidner A, Zoellner I, Searle K, Enders G.

Labor Enders und Partner, Institut fur Virologie, Infektiologie und Epidemiologie e.V., Stuttgart, Germany. menders@labor-enders.de

OBJECTIVE: To determine more precisely the incidence of fetal complications following maternal parvovirus B19 infection at various gestational ages. METHODS: An observational prospective study of 1018 pregnant women whose acute B19 infection was serologically confirmed in our laboratory. RESULTS: The observed rate of fetal death throughout pregnancy was 6.3% (64/1018) (95% confidence interval [CI]: 4.9, 8.0). The fetal death rate for those infected within the first 20 weeks of gestation (WG) was 64/579 (11.0%). Fetal death was only observed when maternal B19 infection occurred before the completed 20 WG. The observed stillbirth proportion was 0.6% (6/960). Three of six stillbirth cases presented with fetal hydrops. The overall risk of hydrops fetalis was 3.9% (40/1018) (95% CI: 2.8, 5.3). Three of 17 cases with non-severe hydrops and 13 of 23 cases with severe hydrops received intrauterine transfusion(s). The proportion of fetuses with severe hydrops that survived following fetal transfusions was 11/13 (84.6%). All of the non-transfused fetuses with severe hydrops died. CONCLUSION: Our data demonstrate a relevant B19-associated risk of fetal death, which is largely confined to maternal B19 infection in the first 20 WG. Timely intrauterine transfusion of fetuses with severe hydrops fetalis reduces the risk of fetal death. Parvovirus B19-associated stillbirth without hydropic presentation is not a common finding. Copyright 2004 John Wiley and Sons, Ltd.
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Clinical experience with fludarabine and its immunosuppressive effects in pretreated chronic lymphocytic leukemias and low-grade lymphomas.

Fenchel K, Bergmann L, Wijermans P, Engert A, Pralle H, Mitrou PS, Diehl V, Hoelzer D.

Medical Clinic III, J. W. Goethe University, Frankfurt/M., Federal Republic of Germany.

Fludarabine monophosphate (FAMP) is a new adenine nucleoside analogue with a promising efficacy in B-cell chronic lymphocytic leukemia (B-CLL) and low-grade non-Hodgkin lymphomas (NHLs). Here, the clinical experience and side effects with FAMP are reported in 77 patients with pretreated CLL (59 B-CLL, 2 T-CLL) and low-grade NHLs (9 immunocytic lymphomas including 5 Waldenstrom's macroglobulinaemia, 2 centrocytic (cc) and 5 centroblastic-centrocytic (cb-cc) NHLs). 70/77 patients are evaluable for response. All except 8 patients were pretreated with one to four different regimens and had progressive disease. FAMP was administered at a dosage of 25 mg/m2 daily for 5 days as 30 minute infusion every fifth week. Partial (PR) or complete remission (CR) was achieved in 38/56 (68%) and 3/56 (5%) of evaluable patients with CLL, respectively. In 7/8 (1 x CR, 6 x PR) evaluable patients with immunocytic lymphoma and in 3/6 (3 x PR) patients with cc or cb-cc lymphoma remissions were obtained. The probability of progression-free survival was 66% and the event-free survival was 25% and 22% at 12 and 18 months. The median progression-free survival until relapse or death, however, was only 7 months (2-20+). Major toxic effects included infections in 22 patients (grade 3 and 4 WHO), granulocytopenia (mainly grade 3) and nausea in 8 patients (mainly grade 1). 19/22 patients were in PR at the time of occurrence of infectious complications. Meanwhile, 14 patients died due to septicaemia, pneumonia or other infections. Nine patients developed severe septicaemia, 4 patients had pneumocystis carinii or aspergillus pneumonias. The high infection rate may not only be due to hypogammaglobulinaemia and granulocytopenia induced by FAMP but also to a remarkable decrease of CD4+ cells from a median of 2479 to 241 CD4+ cells/microliters after 6 cycles of FAMP. In one case a tumor lysis syndrome was observed. No CNS toxicity was noted. It is concluded that FAMP is effective even in patients with advanced CLL and low-grade NHLs refractory to multiple chemotherapy regimens. However, FAMP has a marked suppressive effect on granulocytes and T-lymphocytes, predominantly CD4+ lymphocytes.
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Fludarabine as second-line therapy for B cell chronic lymphocytic leukaemia: a technology assessment.

Hyde C, Wake B, Bryan S, Barton P, Fry-Smith A, Davenport C, Song F.

Department of Public Health and Epidemiology, University of Birmingham, UK.
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Activity of oral fludarabine phosphate in previously treated chronic lymphocytic leukemia.

Boogaerts MA, Van Hoof A, Catovsky D, Kovacs M, Montillo M, Zinzani PL, Binet JL, Feremans W, Marcus R, Bosch F, Verhoef G, Klein M.

Department of Hematology, University Hospital, U.Z. Gasthuisberg, Herestraat 49, B-2000 Leuven, Belgium. marc.boogaerts@uz.kuleuven.ac.be

PURPOSE: A prospective, multicenter, open-label phase II clinical trial was conducted to assess the efficacy and safety of oral fludarabine phosphate. Reference to an historical group of patients treated with the intravenous (IV) formulation allowed the investigators to compare the two formulations. PATIENTS AND METHODS: Efficacy was assessed using the International Workshop on Chronic Lymphocytic Leukemia (IWCLL) and National Cancer Institute (NCI) criteria for complete remission (CR), partial remission (PR), stable disease, or disease progression. Safety monitoring included World Health Organization (WHO) toxicity grading for all adverse events. RESULTS: Seventy-eight (96.3%) of 81 recruited patients with previously treated B-cell chronic lymphocytic leukemia (CLL) received 10-mg tablets of fludarabine phosphate to a dose of 40 mg/m(2)/d for 5 days, repeated every 4 weeks, for a total of six to eight cycles. According to IWCLL criteria, the overall remission rate was 46.2% (CR, 20.5%; PR, 25.6%). The comparative figures using NCI criteria were 51.3% (CR, 17.9%; PR, 33.3%). Overall, 30 incidents of severe adverse events were reported for 22 patients. WHO grade 3 or grade 4 hematologic toxicities included granulocytopenia (53.8%), leukocytopenia (28.2%), thrombocytopenia (25.6%), and anemia (24.4%). Gastrointestinal adverse events were more common with the oral formulation than previously reported with IV fludarabine phosphate. However, these events were generally mild to moderate. CONCLUSION: This study demonstrates that oral fludarabine phosphate has similar clinical efficacy to the IV formulation and a safety profile that is both predictable and essentially similar to that of the IV formulation.
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Fludarabine monophosphate: a potentially useful agent in chronic lymphocytic leukemia.

Grever MR, Kopecky KJ, Coltman CA, Files JC, Greenberg BR, Hutton JJ, Talley R, Von Hoff DD, Balcerzak SP.

Ohio State University, Division of Hematology/Oncology, Columbus 43210.

Recent developments in experimental chemotherapy may benefit patients with chronic lymphocytic leukemia (CLL). Fludarabine monophosphate has shown promise in heavily pretreated patients with advanced CLL. The Southwest Oncology Group has recently completed a phase II investigation of fludarabine in 32 patients. The patient population had a median age of 63 years, median performance status of 1, and included patients with the following stages of the disease: stage 0-3 patients; stage I-5 patients; stage II-6 patients; stage III-4 patients; stage IV-14 patients. A total of 176 courses were administered. Myelosuppression was the most frequent toxicity observed with 13 patients having a decline in platelets, and 11 patients having some decline in granulocytes. Fludarabine monophosphate has had unequivocal antileukemic activity in a group of patients with advanced CLL.
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Fludarabine in comparison to alkylator-based regimen as induction therapy for chronic lymphocytic leukemia: a systematic review and meta-analysis.

Zhu Q, Tan DC, Samuel M, Chan ES, Linn YC.

Department of Hematology, Shanghai No 9 People's Hospital, Shanghai Second Medical University, Shanghai, The People's Republic of China.

The superiority of Fludarabine over conventional therapy as primary induction therapy for patients with chronic lymphocytic leukemia (CLL) has been shown in several studies but no studies have yet reported a pooled estimate of the treatment effect. We performed a systematic review of evidence from 5 randomized controlled trials involving approximately 1300 patients with CLL, comparing Fludarabine with several alkylator-based combination regimens in the primary treatment of CLL. Complete response rate was significantly higher for Fludarabine compared to alkylator-based chemotherapy (RR 1.87, 95% CI 1.10-3.19, P=0.02), while overall response, though superior, did not reach statistical significance (RR 1.22, 95% CI=0.88-1.69, P=0.24). Overall survival was similar for Fludarabine and alkylator-based therapy (the pooled log hazard ratio of death, HR=-0.05, 95% CI=-0.36-0.26, P=0.75). Infection rate was significantly higher (RR 1.58, 95% CI=1.10-2.27, P=0.01), but there was no significant difference in the incidence of thrombocytopenia, neutropenia and anemia. Therefore, this meta-analysis supports the findings that Fludarabine as an induction agent for patients with CLL yields a better clinical response with acceptable toxicity when compared with alkylator-based combination therapy, but without a survival benefit by 5-6 years of follow up.
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Evaluating treatment strategies in chronic lymphocytic leukemia: use of quality-adjusted survival analysis.

Levy V, Porcher R, Delabarre F, Leporrier M, Cazin B, Chevret S; French Cooperative CLL Group.

Departement de Biostatistique et Informatique Medicale, Hopital Saint Louis, 1 Avenue Claude Vellefaux, 75475 Paris, France.

To assess comparatively, in terms of quality-adjusted survival, three front-line treatments in patients with stage B- or C-chronic lymphocytic leukemia (CLL). To describe better and compare the survival after randomization of patients from the CLL90 trial that randomly compared ChOP (cyclophosphamide, doxorubicin, oncovin, prednisone), CAP (cyclophosphamide, doxorubicin, prednisone) and fludarabine in advanced CLL, we performed a quality-adjusted survival analysis. This consisted of defining four clinical states (toxicity, treatment free of toxicity, no treatment nor symptoms, relapse), then summing up the average times spent in each state weighted by utility coefficients that reflect relative value according to quality of life. The resulting quality-adjusted time without symptoms or toxicity (Q-TWIST) was compared between randomized groups, and sensitivity (threshold) analyses to the choice of utility coefficients was performed. Over 73 months after randomization, the fludarabine group gained a mean of 45 days of toxicity-free survival at CAP, and 61 days over ChOP. The mean TWIST was 27.05 months with CAP, 31.5 months with ChOP and 32.95 months with fludarabine. The threshold analyses showed that, whatever the utility weights, the mean Q-TWIST was always greater with ChOP or fludarabine as compared to CAP. Fludarabine was consistently a better treatment than ChOP, except in the unlikely case of high utility weights attributed to toxicity and low utility weights attributed to treatment. Nevertheless, from a clinical point of view, differences between ChOP and fludarabine were moderate or event slight (mean difference in TWIST of 1.45 months). We conclude that patients with advanced CLL have a moderate benefit in terms of Q-TWIST when treated with fludarabine over ChOP. These two treatments are always superior to CAP

Twinrix
	J Med Virol. 2001 Sep;65(1):6-13.
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Long-term persistence of antibodies induced by vaccination and safety follow-up, with the first combined vaccine against hepatitis A and B in children and adults.

Van Damme P, Leroux-Roels G, Law B, Diaz-Mitoma F, Desombere I, Collard F, Tornieporth N, Van Herck K.

Centre for the Evaluation of Vaccination, University of Antwerp, Antwerp, Belgium. pierre.vandamme@ua.ac.be

It is important to monitor the long-term persistence of antibodies induced by vaccination. Four cohorts were followed for their long-term immunity after vaccination with a combined hepatitis A and B vaccine (Twinrix; SmithKline Beecham Biologicals, Rixsenart, Belgium). Two cohorts of adults (ages 17-60 years), one of 1-6-year-olds, and one of 6-15-year-olds were vaccinated following a 0, 1, and 6-month schedule. Follow-up data until month 72 (adults) and month 60 (children) are available. At month 72, antibody to hepatitis A virus (anti-HAV) seropositivity (S+) was 100% for both adult cohorts (n = 40 and n = 47) and 95% and 89% of the vaccinees were seroprotected against hepatitis B virus (HBV), respectively. The geometric mean titres (GMTs; mIU/ml) for anti-HAV were 977 and 542 and the GMTs for the antibody to hepatitis B surface antigen (anti-HBs) were 322 and 90. For 1-6-year-olds at month 60 (n = 39), anti-HAV S+ was 100% with a GMT of 479 and 97% were protected against HBV with a GMT of 195. At month 60 for the 6-15-year-olds (n = 42), anti-HAV S+ was 100% with a GMT of 990 and 95% were protected against HBV with a GMT of 263. There have been no safety issues during the follow-up. In the past 5 years, a postmarketing surveillance system was available. Using this system, all spontaneous adverse events are collected and archived. Although infrequent, the most commonly reported adverse events after more than 13 million doses were allergic-type reactions followed by fever and injection site reactions. The combined hepatitis A and B vaccine is safe and is well tolerated. Immunity provided by the vaccine remains high in adults and children with comparable results to those obtained with monovalent vaccines. Copyright 2001 Wiley-Liss, Inc.
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Summary Expert Review of Vaccines
June 2004, Vol. 3, No. 3, Pages 249-267 

(doi:10.1586/14760584.3.3.249) 


A review of the efficacy, immunogenicity and tolerability of a combined hepatitis A and B vaccine
Pierre Van Damme, ​Koen Van Herck​
Hepatitis A and B are two of the most common vaccine-preventable liver diseases and continue to be a significant cause of morbidity and mortality worldwide, with their severity related to the individual's age upon initial infection. Twinrix[image: image49.png]


 (GlaxoSmithKline), a combined vaccine providing protection against both hepatitis A and B, has been available in more than 72 countries worldwide since 1997. This paper provides a critical review of clinical data on the efficacy, immunogenicity and tolerability of the combined vaccine, with particular focus on the clinical benefits of dual vaccination.

Infect Control Hosp Epidemiol. 2004 Jul;25(7):563-9.

Cost-effectiveness of hepatitis A-B vaccine versus hepatitis B vaccine for healthcare and public safety workers in the western United States.

Jacobs RJ, Gibson GA, Meyerhoff AS.

Capitol Outcomes Research, Inc., Alexandria, Virginia 22310, USA.

OBJECTIVE: To determine the cost-effectiveness of substituting hepatitis A-B vaccine for hepatitis B vaccine when healthcare and public safety workers in the western United States are immunized to protect against occupational exposures to hepatitis B. PARTICIPANTS: A cohort of 100,000 hypothetical healthcare and public safety workers from 11 western states with hepatitis A rates twice the national average. DESIGN: A Markov model of hepatitis A was developed using estimates from U.S. government databases, published literature, and an expert panel. Added costs of hepatitis A-B vaccine were compared with savings from reduced hepatitis A treatment and work loss. Cost-effectiveness was expressed as the ratio of net costs to quality-adjusted life-years (QALYs) gained. RESULTS: Substituting hepatitis A-B vaccine would prevent 29,796 work-loss-days, 222 hospitalizations, 6 premature deaths, and the loss of 214 QALYs. Added vaccination costs of $5.4 million would be more than offset by $1.9 million and $6.1 million reductions in hepatitis A treatment and work loss costs, respectively. Cost-effectiveness improves as the time horizon is extended, from $232,600 per QALY after 1 year to less than $0 per QALY within 11 years. Estimates are most sensitive to community-wide hepatitis A rates and the degree to which childhood vaccination may reduce future rates. CONCLUSION: For healthcare and public safety workers in western states, substituting hepatitis A-B vaccine for hepatitis B vaccine would reduce morbidity, mortality, and costs.

Publication Types: 
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APPENDIX L
EXPERTS CONSULTED

Kathleen N. Lohr, Ph.D.

Dr. Lohr brings to RTI more than 25 years of experience in health care and health care policy research.  For nearly 4 years at RTI, she directed a program of research in health services and health policy, with emphasis on evidence-based practice.  She currently serves as the co-director of the RTI-UNC Evidence-Based Practice Center funded by AHRQ to perform technology assessments. As of 2000, she was named Chief Scientist at RTI in the Health, Social, and Economics Research unit.  Before coming to RTI, she spent 9 years at the Institute of Medicine, National Academy of Sciences, where she was Director, Division of Health Care Services.  At the IOM, she had overall responsibility for administrative, personnel, and substantive tasks related to the division’s portfolio of studies in health care delivery, organization, financing, quality of care and clinical evaluation, practice guidelines, health workforce, public health, and related topics.  She directed studies undertaken by IOM expert committees and served as author and/or editor on numerous publications reporting on these studies.  During her 12 years at The RAND Corporation she served as lead analyst, co-principal investigator or project leader, lead author, analyst, coordinator of staff activities, or senior editor on a variety of health care projects for the Department of Health and Human Services, Department of Defense, and Office of Technology Assessment.  Dr. Lohr also worked for the Department of Health, Education and Welfare and for the School of Medicine and the School of Hygiene and Public Health at Johns Hopkins University.  In addition, she is Adjunct Professor, Health Policy and Administration, and Senior Research Fellow, Cecil G. Sheps Center for Health Services Research, at the University of North Carolina School of Public Health.

David Kroll, Ph.D.

Dr. David J. Kroll is a molecular cancer pharmacologist in RTI’s Natural Products Laboratory Program. He provided technical expertise in the beginning of the study to review NIH’s portfolio of technologies and reviewed the final list of metrics, focusing of research devices, at the completion of the study.  His area of expertise is in the genetic, epigenetic, and biochemical mechanisms of antitumor drug resistance. As a faculty member at the University of Colorado Health Sciences Center, Dr. Kroll demonstrated that the gene encoding the anticancer drug target, DNA topoisomerase II, is regulated by the c-Myb proto-oncogene or by the status of histone acetylation, and manipulation of either process could circumvent cellular resistance to topoisomerase II-targeted chemotherapeutic agents. His other projects have focused on the discovery of novel anticancer drugs from natural product sources and the gene expression profile imparted by these agents. Dr. Kroll currently leads two NCI-funded projects to identify pure compounds in milk thistle extracts that are responsible for the in vivo anti-prostate cancer activity of this dietary supplement and to investigate the influence of dietary supplement formulation on pharmacokinetic and pharmacodynamic interactions with cancer chemotherapeutic drugs.

Albert N. Link, Ph.D.

Dr. Link has been a professor of economics at the University of North Carolina at Greensboro since 1982.  He specializes in R&D, innovation, and science policy; productivity analysis; and evaluation methodology.  His background in service-sector R&D and service-sector innovation includes an STI Review article on IT in the service sector and research grants from NSF for which he

· characterized the use of R&D in the service sector, resulting in a 1996 Research Policy paper;

· organized and delivered a workshop for NSF in 2000 on strategic research partnerships in the manufacturing and service sectors, resulting in a 2001 NSF published proceedings;

· conducted an extensive study of licensing agreements among service-sector firms as sources of innovation, resulting in a 2002 Economics of Innovation and New Technology paper; and 

· maintains the COoperation REsearch (CORE) database for NSF, which contains all public-domain information on RJV activity amount manufacturing and service-sector firms.  

In addition, Dr. Link has served as a consultant to New Zealand’s Ministry of Research, Science, and Technology (MoRST) and evaluated publicly funded service-sector R&D (1999–2000), and to the Organisation for Economic Cooperation and Development on public/private R&D partnerships (1998).

Dr. Carmen Lewis, M.D., MPH

Dr. Carmen Lewis is an Assistant Professor of Medicine in the Division of General Internal Medicine and Clinical Epidemiology at the University of North Carolina at Chapel Hill.  She has held various faculty positions at UNC Chapel Hill since 1997.  Dr. Lewis received her M.D. from the Southwestern Medical School at the University of Texas in Dallas in 1988, and her MPH in epidemiology in 2000 from the University of North Carolina at Chapel Hill.  Her clinical and research interests focus on preventative cancer screening and prevention as well as medical decision making.  Dr. Lewis has performed extensive research into how patients perceive and respond to information about preventative services.   

Frank Lichtenberg, Ph.D.

Dr. Frank Lichtenberg serves as a Research Associate for the National Bureau of Economic Research within their Productivity and Health Care programs.  He is also the Courtney C. Brown Professor of Business in the Finance and Economics department at the Columbia University Graduate School of Business.  He joined the faculty at the Columbia Business School in 1983.  Dr. Lichtenberg received his Ph.D. in Economics from the University of Pennsylvania in 1982.  His research examines how the introduction of new technology arising from research and development affects the productivity of companies, industries and nations.  Recently, he has studied the impact of new drugs on hospitalization rates, the effect of computers on productivity in business and government organizations and the consequences of takeovers and LBOs for efficiency and employment.
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Step 1 – Technical capacity: Does the technology perform reliably and deliver accurate information?


Step 2 – Diagnostic accuracy: Does the technology contribute to making an accurate diagnosis?


Step 3 – Diagnostic impact:  Do the diagnostic results influence use of other diagnostic technologies; for instance, does it replace other diagnostic technologies?


Step 4 – Therapeutic impact: Do the diagnostic findings influence the selection and delivery of treatment?


Step 5 – Patient outcomes: Does use of diagnostic technology contribute to improved health of the patient?


Step 6 – Resource use: Does use of diagnostic technology result in reduction in resource use? 








*RTI International is a trade name of Research Triangle Institute.


� 	Legal Dictionary definition: "The processes, devices, and modes of achieving the end of an alleged invention that were known or knowable by due diligence before and at the date of the invention." (http://www.answers.com/topic/prior-art)


� 	http://www.wipo.int/sme/en/documents/valuing_patents.htm


�, 	http://www.fenwick.com/docstore/publications/IP/IP_Articles/Assessing_Patent_Value.pdf


� 	Rourk, C., Colby G. "Quality Indicators for Biotechnology Patents." Texas Lawyer, July, 2002.


� 	http://www.fenwick.com/docstore/publications/IP/IP_Articles/Assessing_Patent_Value.pdf


� 	Rourk, C., Colby G. "Quality Indicators for Biotechnology Patents." Texas Lawyer, July, 2002.


� 	Based on following documents: http://patentservices.lexisnexis.com/patentratings.asp and http://www.patentratings.com/001/nacv_white_paper.sv


� 	Based on following documents: http://patentservices.lexisnexis.com/patentratings.asp and http://www.patentratings.com/001/nacv_white_paper.sv


� 	Based on http://patentvaluepredictor.com/publ_30apr2001_article.asp


� 	www.patentvaluepredictor.com


� 	Based on Lanjouw J.O., Schankerman, M. "Patent Quality and Research Productivity: Measuring Innovation With Multiple Indicators." The Economic Journal, April, 2004.


� 	Lanjouw J.O., Schankerman, M. "Patent Quality and Research Productivity: Measuring Innovation With Multiple Indicators." The Economic Journal, pp.446-447, April, 2004.
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Drug Development Process
Target Identification – Discover and validate a potential protein target or disease model

Assay development – Build lab model to identify molecules can perturb target

Screening – Identify molecules with activity

Lead optimization – optimize and improve



Device Development Process
Design – create computer model of product

Development – build prototype


Test – pre-clinical testing in animal models


Clinical Development – human trials (FDA) 


Clinical Application – use in patient care
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