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Introduction
The Bridges to the Future program supports partnerships between academic institutions in order to increase the numbers of underrepresented minority students interested in careers in biomedical research. The Bridges program recognizes that there are key stages in education at which a student’s decision is critically important in that it can promote or impede his/her ability to achieve a career in biomedical research. The Bridges program is focused on two of these key decision points: (1) the transition between a 2-year educational institution and a 4-year baccalaureate-granting institution; and, (2) the transition from a terminal masters program to a doctoral program. The goal of the Bridges program is to develop partnerships that support, facilitate, and enhance underrepresented minority students in making these key transitions in the educational pipeline culminating in a career in biomedical research. 

Over the past seven years, Bridges to the Future has supported students at nearly 300 educational institutions in making the first transition with its Bridges to the Baccalaureate program. It has also supported advanced students at approximately 80 more institutions in making the second transition, from Masters to Doctorate, with its Bridges to the Doctorate program. All Bridges to the Future students are tracked through the ESTAR database, a web-based system, in which information on each supported student is updated annually by the supported institutions. The ESTAR records are the primary source of information for evaluating the Bridges program.  

Longitudinal student tracking is an especially useful tool in the service of accountability. Typically, it is sufficient to measure persistence or retention, graduate rates, and time-to-degree. ESTAR is a superior tracking database, allowing characterization of trends in admissions, student mobility, student transfer rates from 2-year college to university, retention, and degree completion rates. Some comparisons among programs and among students within the Bridges program of different ethnicity or with different majors are possible with the ESTAR database. However, the goal of this evaluation is not post-award accountability but rather to evaluate the success of Bridges to the Future in meeting its program goals. The program goals to be evaluated include:

1. Increasing the number of underrepresented minority biomedical scientists;

2.   Improving the ability of educational institutions to train and graduate underrepresented minority students in the biomedical sciences; and,

3.   Developing partnerships that support and facilitate underrepresented minority student transfers at key points in the educational pipeline.

Unfortunately in regard to the proposed study, the ESTAR database proved inadequate for the application of the ‘life-history approach’ (explained below) to evaluate the Bridges Program. The reasons for this are detailed in the sections below along with suggestions for improving the database to permit a comparative evaluation of the program in relation to its goals. 

The Life-History Approach to Performance Evaluation

The ‘Life-History Approach” to performance evaluation is an application of a quantitative method developed for selection analysis in evolutionary science (Shuster and Wade 1997). The problem in studying evolution in natural populations is to quantify the strength of natural selection (and other evolutionary forces) as it affects one trait or a suite of traits that constitute the phenotype of an individual and to identify the agent of natural selection. Although most would believe that the agent of natural selection might be obvious, the specific adaptive advantage of a particular trait is generally not clear. For example, increased body size might provide a survival advantage with respect to predators, thermal stress, or disease and at the same time result in increased fecundity. The selection analysis can determine how much of the total selection advantage associated with a specific trait is owing to each of these agents of natural selection.

The goal is to determine whether selection is stronger on one trait than on another or stronger under certain environmental circumstances than in others. The strength of selection is quantified in a standardized manner that permits comparisons of the strength of selection acting on different individuals within a population, different populations or even different species. Standardization permits fair comparison whether those populations differ in density, in time, or in geographic location. When measured in this way, it is possible to predict how fast the mean of a population will change under a variety of environmental circumstances.

When applied to individuals in a natural population, the selection analysis can provide hypotheses that can be tested by experimental manipulation of the individuals in the population or of the environment of those individuals. The method requires measuring individuals in a population at more than one time, sorting them into discontinuous or continuous categories, and following the change in the frequencies of different categories from one life-history stage to another.  The method not only quantifies the amount of change in a standardized manner but also accounts for the differences in rates of change in terms of differences in the attributes of the different categories. For example in evolutionary studies, it is used to determine whether survivorship from one life stage to another is differential with respect to size, weight, bristle number, gender, or coloration and the contribution of each life-history stage transition to overall survivorship or reproduction. If associations between phenotypes, like size, gender, or coloration, and fitness (survivorship and reproduction) are found in natural populations, then manipulative experiments are used to test hypotheses regarding the causal nature of the associations observed in the unmanipulated population. These experiments generally take one of two forms: (1) the attributes of individuals are altered; or, (2) the environment of the population is altered.

In principle, these same methods can be used to determine whether applicants differing in gender, ethnicity, age, major or educational level, differentially ‘survive’ a series of stages in a process of hiring, promotion, and retention (cf. Shuster and Wade 1997, Hiring Selection). In the case of Bridges, these methods could be used to evaluate whether ethnicity, major, mentor, or some other attribute determines transition from one educational level to another in a series of sets leading toward a ‘life-history’ in biomedical research. Specifically it could be used evaluate the efficacy of the Bridges Program in meeting its general goals. It could, for instance, be applied to determine whether the change in the educational environment represented by the Bridges Program accelerates the successful transition of underrepresented minorities into careers in biomedical research. It could also determine which features of different supported programs are most efficacious.

Why is the ESTAR database inadequate for applying the Life-History method to evaluate the Bridges Program? How could it be changed to make it suitable for this approach? To answer these questions, first I will consider the distinction between student tracking data as in ESTAR and the population data necessary for applying the Life-History method. Secondly, I will explain the method of Life-History evaluation and how it could be applied and the kinds of questions it can answer. Lastly, I will recommend three different ways that the ESTAR database could be expanded to permit application of the Life-History method of evaluation. Each of these possible expansions has its strengths and weaknesses relative to an idealized database.

Tracking Data vs Comparative Data

Longitudinal student tracking is an especially useful tool in the service of accountability and typically is sufficient to measure persistence, graduate rates, and time-to-degree. Measuring accountability is an essential part of evaluating the success of a program. Without accountability, it cannot be determined whether Bridges support was applied as proposed to a particular subset of a student population. ESTAR is a superior tracking database with respect to accountability, allowing characterization of trends in admissions, student mobility, student transfer rates from 2-year college to university, retention, and degree completion rates. It should not be changed in any way that diminishes the important function of accountability.

Overall, the ESTAR database is rich in information regarding ethnicity, major, and desired degree (‘degree sought’) and comparisons among students of different ethnicity, major, and mentor within the Bridges program are also possible at least in principle with the ESTAR database. However, there is very little variation in the entire data set useful for association studies. In particular, ESTAR contains very little performance data (such as final degree, number of publications, number of scientific presentations, or GRE or MCAT scores) that might serve as a useful outcome for the purpose of applying the Life-History method of evaluation.  

Project Evaluation Using ESTAR Tracking Data

Evaluation is critical to providing quantitative feedback to enhance program goals and activities supporting those goals. If data are collected and analyzed continuously or at regular intervals, it is possible to conduct ‘experiments’ within the program structure and to alter program procedures in response to experimental results. This permits hypotheses regarding program effectiveness to be tested with the collected data. Valuable associations discovered by evaluation research can be enhanced and deleterious associations can be minimized during the course of the active program given proper feedback between the evaluatory research and the program.   

Quantitative data for program evaluations generally include student-tracking data as with ESTAR.  For example, students supported by the Bridges Program are tracked on choice of major, changes in major over time, grades in courses and achievement of degrees, all key indicators for science majors of retention in the Bridges program, retention in the university, and movement into and out of Bridges-sponsored activities. Comparisons among Bridges supported institutions can be made using the ESTAR data to determine which supported partnerships have the highest levels of retention and degree achievement and thus come closest to meeting the goals of the Bridges Program. In principle, these comparisons can reveal which of the supported institutions achieves the highest retention levels, whether variation among institutional programs contributes to retention, and whether attributes of the most successful partnerships should be made requirements in other less successful programs. However, in practice, these comparisons are limited by the levels of variation within and among supported programs in the data collected annually and recorded in ESTAR. Just as the process of gene discovery in association studies requires both genetic variation (differences among individuals or populations in genotype or gene frequency) and phenotypic variation (e.g., healthy and diseased individuals), the identification of effective retention methods requires variation in both retention rates among programs as well as variation in other program attributes.    

The ESTAR database at the time of this review consisted of 116 Different R25 Grants, to 101 institutions, with some multiple grants to same institution. Approximately, 4,642 students were supported, averaging 40 per grant or 46 per institution. There was little variation at all among institutions in the main characteristics of degree sought and degree received, majors, or ethnicity. From the perspective of accountability, this is a welcome feature to find in the database. It suggests a relatively uniform level of implementation and success across supported institutions. From the perspective of comparative studies to discover effective retention methods, the lack of variation among institutions is an impediment.

Within institutions, only supported students are tracked. This limits comparative studies using the ESTAR database to describing differences among categories of supported students. Evaluating success in meeting the major goals of the Bridges Program requires comparison between supported and unsupported students. That is, ideally we would like to make a comparison of student performance in a Bridges enhanced environment with student performance in an unenhanced environment. Without tracking data on unsupported students, this latter comparison is not possible. In the application of the Life-History method, the entire population is followed through each stage transition, not just a select subset individuals of interest within the population. 

Within the Bridges environment, there was little variation among students. Most supported students were concentrated in only a few majors, the participating PIs mentored very few students, mentor and major were very closely matched, and PI participation changed from year to year. In total, the variation in these within-institution parameters in the ESTAR database was small and insufficient to determine whether student major or mentor quality affected outcome in any meaningful way. In addition, after sorting the data on the parameters, ethnicity and major, there were no large categories remaining with significant variation that might then be associated with performance. Although the ESTAR database is itself very large, many of the categories are incomplete. For example, in the absence of other performance data, such as publications, presentations, GRE or MCAT scores, ‘final degree’ would be the best available measure of performance, since it represents successful progress through the educational pipeline to a research career. However, of the ‘final degree’ cells in ESTAR, only 27% (1,704) were filled while 73% (4751) were empty. With respect to the filled cells, there was very little variation in ‘degree received’ versus ‘degree sought,’ with the majority of the 1,704 observations very heavily skewed across seven categories, (1) 1,084, (2) 485, (3) 120, (4) 8, (5) 3, (6) 1, and (7) 3. Although the lack of variation can be interpreted as indicating a uniform level of implementation of Bridges support from the perspective of accountability, the lack of variation hinders determining whether or not Bridges might be better for Hispanic students than African-American Students or whether a biology major has better prospects for a career in biomedical research than a psychology major. These kinds of questions, although interesting and important for developing an effective program, do not address the more fundamental evaluatory issue of a quantitative measurement of student performance in a Bridges enhanced environment versus an unenhanced environment.   

Additional data could usefully be collected and tracked in the ESTAR database. For example, it is important to evaluate the extent to which participation in the Bridges program results in a change in students’ approach to learning science.  Qualitative evaluation methods, such as semi-structured interviews and classroom observations can provide a window to students’ attitudes.  Questions of interest include: Do students move from knowledge acquisition and factual recall toward knowledge building, with cogent connections between concepts and model building?  That is, do Bridges students develop a conceptual understanding of biology and genetics?  If so, when does this occur? Do Bridges students exhibit greater transfer of information from one course to another than do non-participants?  Do they have a greater understanding of the process of scientific inquiry that underlies independent, basic research than non-participants? Understanding the perspective of the faculty involved in the courses created through this project is also important. Of particular interest, is determining whether or not the mentoring faculty change perspectives of regarding instruction in research-based inquiry, perception of student attitudes toward biology, and the process of teaching science. Differently put, are Bridges faculty different from and more effective than non-Bridges faculty in their abilities to mentor minority students?

Application of the Life-History Approach
The goals are (1) to assess the rates at which members of different under-represented student groups proceed through the educational pipeline, relative to other student groups, and (2) to determine how successful completion of the Bridges Program changes the rates at which students continue their education and/or pursue careers in biomedical science, relative to other student populations. The Life-History method identifies under- and over-represented groups within a Bridges student population and compares the performance of this population to a reference population of non-Bridges students. The reference population can be ‘local,’ other unsupported students within the same Bridges institution, or national, unsupported students at large. The comparison is quantified and statistically tested using a standardized difference test based on the variation present in the reference population. The test statistic, Sd, is the number of standard deviations that the performance of each Bridges’ group lies above or below the reference population. This approach permits the movement of different groups through the selection process to be individually assessed in relation to program goals. It allows the effects of the separate stages in the educational process to be partitioned into a series of discrete events, whose sign and magnitude of effect can be readily assessed. 

1) Local Reference Population: To see the difference between the Life-History method and ESTAR tracking data, consider the schematic of Figure 1. In this figure, time moves from top to bottom. Prior to a Bridges award, each institution has a Student Population, represented by the large circle at the top of the diagram. The awarding of Bridges support to the institution partitions the student population into two groups: (1) supported students (small red circle) and (2) unsupported students (larger black circle). The fraction of the student population selected for Bridges support by the institution after an award is fSS, while the fraction not supported is fNSS or (1 - fSS).  ESTAR tracks or collects data only on the supported student fraction. 

In Figure 2, the effect of partitioning the student population into a supported and unsupported group is graphed. The partitioning itself, to the extent that it is based on student performance, creates a difference in average performance between supported and unsupported students. The ordering of the average performances with respect to the per-award population is PSS > P > PNSS and, clearly, (fSS)(PSS) + (fNSS)(PNSS) = P. The difference between supported and unsupported students, SS = PSS - PNSS, is caused by the support decision and not by implementation of the Bridges Program (cf. Fig. 2). The effect of the Bridges Program on student performance is (hopefully) to raise performance of supported students from PSS to P*SS. It is this difference (cf. Fig. 2), PBridges = P*SS - PSS, that is important to measure. 

The ESTAR database contains tracking data only on supported students (the red dotted line in Fig. 2). In the absence of the context provided the rest of Figure 2, the ESTAR line segment would float mid-graph absent any comparative context.  Thus, ESTAR data alone are insufficient to determine what fraction of the total change in performance, P*SS – P, is owing to Bridges versus owing to selection of the students to participate in Bridges. If the selection portion of the increased performance is not accounted for, then comparing Bridges students to other students at the same institution over-estimates the effect of Bridges on enhancing performance. The largest possible change that Bridges could cause in the institutional average is from P to P’ = (fSS)(PBridges)+ P. Decisions on whether or not to expand Bridges support to a particular institution, i.e., to increase funding in order to cover more students and increase fSS, might reasonably be conditioned on an accurate estimate of PBridges. 

The diagram in Figure 1 and the graph in Figure 2 have been simplified for this example. In particular, institutional funding changes for a variety of reasons other than Bridges support (e.g., Howard Hughes Undergraduate Initiative) and it is reasonable to expect that the average performance of the non-supported students will change during the course of a Bridges award. Clearly, some of the non-supported students continue to progress toward their academic and career goals so that P*NSS > PNSS 
instead of equaling one another. In Figure 2, I hypothesized that the average performance of the non-supported students would remain constant (a flat line), in order to simplify the comparison. It is only by tracking the performance of unsupported students that this simplification could be justified. If P*NSS > PNSS, 
then P*SS – PSS again over-estimates the effect of participation in the Bridges Program because some increased performance is achieved by students without Bridges support (i.e., P*NSS – PNSS > 0). 
I recommend that, for future awards, the NIH require Bridges’ Institutions to provide to the NIH performance data that are used to partition the students into supported and non-supported groups and to provide tracking data on both supported as well as non-supported students. 
2) National Reference Population: It is tempting to turn to national statistics to obtain a reference population for applying the Life-History method. These statistics, although not a part of ESTAR, presumably are available elsewhere and were part of the original justification for establishing Bridges to the Future. However, the comparison between such a National database and ESTAR is still problematic.

Consider the diagram of Figure 3, where, as before, time moves from top to bottom. The national student population exists as a series of subpopulations, namely, the distinct populations of each school or institution. The NIH proposal evaluation process partitions the national student population into two groups: (1) supported institutions; and, (2) non-supported institutions. The fraction of the institutions selected for Bridges support by the NIH panel is FS, while the fraction not supported is FNS or (1 - FS).  This NIH panel selection of institutions creates two populations with different average performance. The institutions selected for Bridges support are likely to have student populations with mean performance above the national average, i.e., PS > Pave, while those not selected are likely to have student populations below the national average, i.e., PNS < Pave. Clearly, (FS)(PS) + (FNS)(PNS) = Pave. The difference between supported and unsupported institutions, S = PS - PNS, is caused by the institutional award decision and not by implementation of the Bridges Program (cf. Fig. 4). This is an additional selective step that acts like the within-institution decision (Fig. 2) to support or not support a student. The effect of the Bridges Program on student performance is to raise performance of supported students within supported institutions from PSS to P*SS, so that the important difference to measure (cf. Figs. 2 and 4) is PBridges = P*SS - PSS. 

Note that the national effect of the Bridges Program is to change the national average from Pave to  P’ave = (FS)(fSS )(PBridges) + Pave. To the extent that the panel selection process, S, and the student selection process, SS, are not separated from the average performance of successful Bridges students, P*SS, then the efficacy of the Bridges Program is over-estimated.

The assumptions of Figures 3 and 4 also simplify the evaluation process. For example, if institutions ‘self-select’ in the application process, then the mean student performance of the institutions whose proposals are evaluated by the NIH Bridges panel will not be equal to the national average as is assumed implicitly in Figures 3 and 4. Such, institutional ‘self-selection’ prior to the review process may also change the mean student performance and must be evaluated in order to quantitatively evaluate the efficacy of the Bridges Program.

I recommend that the NIH track national statistics for any measure of performance used to evaluate the success of Bridges to the Future. Secondly, the performance of the institutions applying for Bridges’ support must be compared to the national database to determine whether any ‘self-selection’ is occurring and, if so, to estimate how strong it is. Thirdly, the strength of the selection imposed by the NIH review panel must be estimated to determine whether the strength of ‘panel selection.’ Lastly (as above), the NIH should     require Bridges’ Institutions to provide to the NIH the performance data that are used to partition students within institutions into supported and non-supported groups and to provide tracking data on both supported as well as non-supported students. 
Summary

The Life-History method requires data from both participants and a matched cohort of non-participants.  Comparisons with a matched cohort of non-Bridges students are necessary to describe the difference between program and non-program students in achieving program goals. Fundamentally, if the goal of Bridges is to introduce more minorities to science careers and retain them with better, more individualized training, then a difference between program and non-program participants is the evidence that the program is achieving its goal. Measures internal to the program, like tracking data, no matter how detailed, cannot assess whether or not there is a difference between program and non-program participants or the magnitude of that difference. Estimating the magnitude of this difference is critically important because it determines whether the change produced is cost effective or whether the resources spent on Bridges might be better spent elsewhere. The goals of the Bridges to the Future program require answering questions that, above all, are fundamentally comparative questions. Studying only the student and faculty participants within Bridges necessarily provides an incomplete picture of the project and its impact relative to other alternatives and thus leaves these questions unanswered. The ESTAR database could be expanded in order to answer these kinds of comparative questions and provide a quantitative estimate of the efficacy of the Bridges to the Future program.

Table 1: Comparison of the National and  Application Pools: REU Program 2000-02  


(c.f., Shuster and Wade 1997)





�
National�
Proportion�
Number of�
Proportion�
�
�
�
�
Group�
Pool*�
of Nat. Pool�
Applications�
of App. Pool�
Sd�
P�
�
�
�
�
�
�
�
�
�
�
�
WHITE (NFG)�
66706�
0.47 �
104�
0.44 �
-0.82�
0.206�
�
�
WHITE (FG)�
35919�
0.25 �
54�
0.23 �
-0.83�
0.203�
�
�
AFR AMER.�
16407�
0.11 �
20�
0.08 �
-1.67�
0.038�
*�
�
HISPANIC�
13166�
0.09 �
34�
0.14 �
2.27�
0.012�
**�
�
NAT.AMER.�
1453�
0.01 �
3�
0.01 �
0.35�
0.363�
�
�
ASIAN/PI�
9097�
0.06 �
21�
0.09 �
1.36�
0.087�
�
�
�
�
�
�
�
�
�
�
�
TOTALS�
142748�
1.00 �
236�
1.00 �
�
�
�
�



*student numbers in thousands, National Center for Education Statistics.





























